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Editorial 

 

In order to give an exposure to the mathematics community of Tripura, to the International 

Community in general and National Community in particular, the “Journal of the Tripura 

Mathematical Society” was brought out. The idea was storming in the brain of Professor Rabi 

Nanda Bhaumik, the founder Editor-in-Chief, which took the shape in the year 1999 by 

bringing out its first volume. The journal is publishes one volume annually. It is devoted for 

publishing research articles following the peer-review process. Occasionally few quality 

invited review articles from the reputed mathematicians are also published.  

The Tripura Mathematical Society organises National/Internal conferences at different 

Higher Education Institutes in Agartala in order to motivate the young talents to choose 

mathematics as their career. This gives an opportunity to the young talents to get an exposure 

to some of the renowned mathematicians. The papers presented in the conferences are 

brought out as a special volume, in the name of Proceedings of the said conference, following 

thorough review process.  

An International Conference on “Emergent Research  in Mathematics and  Engineering” 

(ICERME-2019), was organised by the Department of Mathematics, National Institute of 

Technology, Agartala during May 17-18, 2019. The volume 23 (2021) is dedicate for the 

proceedings of this conference. The participants of the conference, includes Professor 

Valentina Emilia Balas, the renowned fuzzy set theorist of the University of Arad, Romania. 

A total of  23  number of articles were cleared by the review process for inclusion in the 

Proceedings for publication. These include the articles not only in the domain area of 

mathematics, but its application in other areas of science and technology, such as Image 

processing, Energy development in adsorption refrigeration system, Artificial neural network, 

Decision making,   Approximate entropy, Analysis of Cancer data, Analysis of cardiac 

Arrhythmia, Hankel transform etc. 
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A Notefrom the Organizers of the Conference 

 

The first International Conference on “Emergent Research in Mathematics and Engineering-

2019 (ICERME-2019)” is the debut edition of an envisaged series of biennial academic 

extravaganza, organised by the Department of Mathematics, National Institute of Technology, 

Agartala (NIT Agartala). This book is the proceedings ofICERME-2019. 

The conference was organized under the aegis of Technical Education Quality Improvement 

Programme (TEQIP) phase–III of the Ministry of Higher Education, Government of India. 

The first issue includes selected peer reviewed research reports and invited addresses as well as 

contributed papers. Efforts taken by the peer reviewers contributed to improve the quality of papers, 

provided constructive critical comments, improvements and corrections to the articles are gratefully 

appreciated. 

The primary goal of the conference was to provide a platform to present, discuss, and interact with the 

researchers in diverse fields of Pure Mathematics, Applied Mathematics and Application of 

Mathematics in Engineering and giving the unique opportunity to acquaint themselves with the 

current trend of research. The conference brought Researchers, Educators, Professional Engineers and 

Technologists under a single forum to discuss/ debate on research in the above said emerging areas. A 

total of 103 research articles were submitted in the conference, out of which 80 papers were accepted 

and presented orally during the three days of conference.Finally, among these articles 27 are accepted 

for publication in the Journal of Tripura Mathematical Society.The Proceeding of ICERME-2019 

provides an up-to-date reference book for researcher working in the areas of Mathematical Science 

and Engineering. 

We are very grateful to the International/National Advisory Committee Members, Session Chairs, and 

Administrative Assistancefrom Institute management, who selflessly contributed to the success of this 

Conference. Also, we are thankful to all the authors from USA, Nigeria, Bangladesh, and India, who 

submitted their research contributions in ICERME-2019, because of which the conference became a 

story of success. It was the quality of their presentation and their passion to communicate with the 

other participants that really made this conference a grand success.  

We wish to express our sincere thanks toProf. H. K. Sharma, Director NIT Agartala for his constant 

encouragement and all round support to make this event a grand success. We are extremely thankful 

to Prof.Dr. Alexander Pott (Germany), Prof. Dr. Alexander Blokh (USA), Prof. R.N. Bhaumik 

(Emeritus Fellow,UGC)Rtd. Prof. of Math,Tripura University, Prof. B.C. Tripathy (Tripura Central 

University)Prof. AncaRalescu (USA), Prof. Adriana Coroiu (Romania), Prof.Guojun Wang (China), 

Prof.Lakhmi C. Jain (Australia), all the faculties of the Department of NIT Agartala for their 

dedicated help to organise this prestigious academic event. We sincerely appreciate the tireless effort 

extended by the scholars of the Department of Mathematics, NIT Agaratala who made it possible to 

organize the event a successful one.    

Last, but most importantly, we are thankful for the enormous support of Tripura Mathematical Society 

for supporting us in publishing the selected papers in the form of a Special Volume from presented 

research articles in ICERME-2019. 

Edited by: 

Prof. Debasish Bhattacharya (ICERME, Co-Chairperson) 

Dr. Baby Bhattacharya (ICERME, Organizing Secretary) 



  

                                   

 
 

 

                                                                    
 

                                               Professor Harish Kumar Sharma 

                                          Director, NIT Agartala 

 

Its gives me immense pleasure to note that the Department of Mathematics, NIT Agartala 

is organizing an “International Conference on Emergent Research in Mathematics and 

Engineering-(ICERME-2019)” during May 17-18, 2019. Under the competitive 

environment, productive research findings have become increasingly important to the 

researchers and society.  In this respect, this type of conferences has immense importance, 

therefore the Institute actively encourages conferences, training programs and workshops 

in the relevant areas. I hope that this multifaceted endeavor will enrich the minds of all the 

participants especially, our young Mathematicians and Engineers.  

 

It gives me sense of satisfaction in mentioning that a great amount of collective efforts 

have been put in to organizing the conference. I feel free to state that the conversation and 

interlocution by distinguished academicians and resource persons during the conference 

will impel and enlighten the young participants with latest trend of research in the target 

fields. 

 

I on behalf of NIT Agartala fraternity, heartily welcome all my dear academicians, 

corporate delegates and all the presenters, attending this conference and wish a grand 

success to ICERME-2019. 
 
 

 

 

 

                                                                                                                  
                

                                                                                                                    Prof. H. K. Sharma 
 

 

 Message from the Patron & 
Chairperson  



  

                    

 
            

 

Professor Valentina E. Balas 

“Aurel Vlaicu” University from Arad, Romania 
 
I am pleased to welcome you all to participate in the International Conference on 

“Emergent Research in Mathematics and Engineering - (ICERME-2019), organized by 

NIT Agartala, India, during May 17th & 18th, 2019. 

 

We live in an age where research and technology have become King. Technology is 

changing the way we live, learn and work. In recent years a lot of research took place in 

the field of Mathematics and Engineering, area that is concerned with the development of 

next generation of intelligent systems. 

 

I congratulate National Institute of Technology Agartala for such an initiative and hope 

that the conference will be used to enrich the knowledge through valuable researches. I am 

sure the conference will evolve to become one of the most important international 

conferences. 

 

I would like to express my warm thanks to the organizing committee, speakers, reviewers, 

authors and to all people that supported the conference. 

 

The International Conference on “Emergent Research in Mathematics and Engineering - 

(ICERME-2019) is serving to establish an international community of scientists and 

engineers for exchange of ideas and information. I know that all participants will return 

home with a great deal of information which you will acquire at the conference and with 

fond memories after staying in Agartala, a beautiful city. 

 

Thank you all for your active participation and wish you to enjoy the conference with 

fruitful results. 
 

 

 

                                                             
                                    Valentina Emilia Balas ,            Arad, Romania       
  

 

Message from Keynote Speaker  



  

                                              

                       
 

                                                                

 

                                Professor Parthasarathi Chakraborty 

                                           Director, IIEST Shibpur 

 

 
It is heartening to note that the Department of Mathematics, National Institute of 

Technology, Agartala is going to organize ‘International Conference on Emerging 

Research in Mathematics and Engineering (ICERME-2019)’ during May17-18, 2019. 

 

The Conference will provide a platform where the researchers from various disciplines, 

professionals, academicians and representatives from various industries can discuss, 

deliberate and share knowledge on various issues and challenges before the researchers in 

view of unprecedented advancement of technology in recent years. It would also provide a 

unique opportunity to young researchers to learn for the experiences of their papers. 

 

I, on behalf of the IIEST, Shibpur congratulate the organizers for their untiring efforts in 

organizing the conference. 

 

 

 

Wish the Conference a great success! 

 

 

 

 

                                                                                
                                                                                              Prof. Parthasarathi Chakraborty 
 

                                          

Message from Chief Guest  



  

      
 

 

                                                                              

 

                                      Professor Rabi Nanda Bhaumik 

                                 Distinguished Mathematician of Tripura 

 

 
The first International Conference on “Emergent Research in Mathematics and 

Engineering-2019 (ICERME-2019)”, was organized by the Department of Mathematics, 

National Institute of Technology, Agartala, (NITA) Tripura, India on May 17th & 18th, 

2019. 

 

Mathematical Research in the state of Tripura during 1970’s was an initiative 

undertaken by me. I take immense pride that one of my students who was also, the first 

Ph.D. in Mathematics from Tripura University, Dr. Debasish Bhattacharya along with 

NITA and I collaborated in this venture. I would like to express my warm thanks to the 

Department of Mathematics, NIT Agartala, Tripura for this International Conference in 

Mathematics. 

 

I am also delighted to share that it will be published in the Journal of Tripura 

Mathematical Society, which I established in 1999. I hope that the deliberations of this 

conference would be good guidance, source of inspiration and bring new ideas to the 

scholars and research students on the recent trends.  

 

 

 

                                                                                         
 

                                                                                        Prof. R. N. Bhaumik 
 

Message from a Distinguished 
Mathematician of Tripura  



  

                

 
 

 

                                                   

                                                                        
 

 

                                                         Professor Ardhendu Saha 

                    Dean R&C and TEQIP Coordinator, NIT Agartala 

 
 

Greeting to the conveners and organizers of the conference - International Conference on 

“Emergent Research in Mathematics and Engineering 2019 (ICERME 2019)” hosted at 

NIT Agartala during 17- 18th May, 2019. 

This conference promises to provide a platform for researchers, engineers and 

academicians with diverse research interest to present their research results and 

development activates in Mathematics, Applied Mathematics and Engineering Application 

of Mathematics. I hope this will foster interactions between researchers and practitioners 

focused on disciplinary, inter-disciplinary and trans-disciplinary issues, ideas, concepts, 

theories, methodologies and applications. The exchange of concepts, research ideas, and 

other results could contribute not only to the academic arena but also benefit business, and 

the industrial community. 

The Technical Education Quality Improvement Program (TEQIP) is a World Bank assisted 

program initiated by the Government of India. It aims at quality improvement in technical 

education system of India by sponsoring support to the students, faculties, and PhD 

scholars for attending Conference, Workshop, and Seminars etc. Under the program the 

Departments conduct Seminars, Conference, Workshops, and Short-Term Training 

Programs etc. 

I wish all the very success of the conference. I am delighted and look forward to be a part 

of this conference. 

 

                                                                                                     With Regards 

                                                                                         Prof. Ardhendu Saha 

                                                                                                  NIT Agartala 

Message from Dean R&C and TEQIP 
Coordinator  



2D Pose Information Extraction in a Manhattan World
from a Single Image Based on Cross Ratio
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Abstract. Pose estimation in robotics and computer vision is a typical problem of deter-
mining an object’s position and orientation relative to some coordinate system. This paper
assesses the indoor 2D pose estimation problem using a monocular camera in a Manhattan
world. Proposed method utilizes transformations in homogeneous coordinate system, cross
ratio - a projective geometry technique along with vanishing points found in indoor envi-
ronment. This approach is facilitated by the fact that most of the indoor environments are
rich in horizontal and vertical lines that are used to detect vanishing points. Cross ratio
enables the estimation of unknown 2D pose on a coplanar surface. Experimental results of
the proposed method show that using a single image of indoor environment, 2D positioning
can be achieved effectively. A maximum of 1.12% and 1.08% error was found during pose
estimation in the selected X and Y axis respectively.

Keywords: pose estimation, cross ratio, homogeneous coordinate, projective geometry,
vanishing point, single image, perspective

1 Introduction

Measurement and positioning of static and moving objects is a fundamental challenge and also
one of the important tasks in computer vision, robotics and photogrammetry. Various sensors
and techniques for positioning and distance measurement have been developed such as ultrasonic
sensors, laser sensors, bluetooth, radar systems, etc., [1], [2] and [3]. Each has its own advantages
and disadvantages over the others.

A positioning system making use of camera as sensory input followed by different image pro-
cessing techniques to define the image characteristics and estimate target position is called visual
positioning system. Unlike other sensory inputs, a camera image is a rich source of visual informa-
tion. It provides data about the envirionment in a way humans perceive them. Interests towards
image based techniques have grown recently due to many reasons such as ease of availability of
cameras, powerful computing devices, right balance of reliability, cost and usability. The existing
image based techniques can be classified into two categories: monocular vision and stereo vision.
Stereo vision requires two cameras and hence more expensive in terms of cost and computation,
but is highly accurate [4], [5] and [6]. In comparison, monocular vision having only one camera is
less accurate but cheaper and easier to handle [7], [8], [9], [10], [11], [12] and [13].

This work aims at using a single image from a monocular camera to estimate 2D pose on
a coplanar surface. The proposed method makes use of cross ratio and vanishing points to esti-
mate 2D pose. Amount of computation involved is very less i.e., equivalent to a couple of simple
arithmetic operations.

2 Related Work

Numerous researchers over the years have worked on positioning and measurement using camera.
Most of the work is using stereo vision which requires two cameras and are quite accurate in
estimation. Such works find applications in wide range of areas like robotics, location and position
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2 A Kumar Chaurasiya et al.

estimation, object tracking, intelligent transport systems. In recent years interest towards indoor
positioning using monocular camera has grown. Many researchers have already contrubuted and
are still working in this research area. Positioning is fundamentally a distance measurement task.
A camera to surface distance measurement method using monocular camera is illustrated in [14].
It requires two images of the object such that both the images are captured while moving the
camera along its optical axis. Depth estimation with monocular camera using camera parameters
and image geometry is discussed in [7]. Basic camera parameters such as focal length, field of
view, camera resolution and height of camera mounting must be known. Image based distance
measurement proposed in [9] is quite accurate with a maximum of 1.15% error. It makes use of a
laser beam projected on the image such that laser beam is almost parallel to the optical axis of
camera.

A low cost fuzzy logic based 2D positioning system is developed in [15]. A dual axis accelerometr
along with signal processing algorithms was used. Based on wireless sensor network technology
an indoor 2D positioning system was developed by Mikhail in [16]. The author had implemented
different algorithms and positioning methods: fingerprinting, triangulation and fingerprinting with
K weighted nearest neighbour algorithm. A similar 2D positioing system for indoor environments
can be found in [17]. It is based on usage of GPS signals with repeaters.

The method proposed in this paper utilizes only a monocular camera as sensory input. It does
not require a prior knowledge of camera parameters such as focal length, field of view, camera
orientation, etc. or a laser beam to be projected on the image for depth estimation. Only one
image is required to do the computation and estimate unknown 2D pose. Proposed method aims
to help in developing less sophisticated applications which can be used in everyday activities.

Rest of the paper is organized as follows, section 3 provides a brief background on principles of
the proposed method. Section 4 gives details on the proposed methodlogy along with a pseudocode.
Section 5 discusses results of the experiments carried out followed by conclusions in section 6.

3 Background

3.1 Cross Ratio

Cross ratio in geometry is a number associated with a list of four collinear points, particularly
points on a projective line. On any line l, for a set of given four points A,B,C and D, the cross
ratio is defined as,

CR(A,B;C,D) =
AC.BD

BC.AD
(1)

For a set of any given four points the cross ratio will always remain constant. Cross ratio is
invariant to perspective transforms. In fig. 1, the two cross ratio expressions of a given line l and
its transformed version l′ will always be equivalent. This can be written as,

CR(A,B;C,D) = CR(A′, B′;C ′, D′) (2)

3.2 Vanishing Points

One of the distinguishing features of perspective projection is that image of an object that stretches
off to infinity can have finite extent. For example, an infinite seen line is imaged as a line terminating
at a point. This point is called as vanishing point. The parallel world lines such as railway lines,
are imaged as converging lines in perspective projection i.e., an image. The image intersection
of parallel lines is called vanishing point. A comprehensive text on vanishing points in the field
of computer vision can be found in [18] and [19]. It has applications in various fields such as
camera calibration, robotic navigation, scene understanding, 3d reconstruction, etc. Fig. 2 shows
the imaged vanishing point of a railway track and a hallway.
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2D Pose Information Extraction from a Single Image Based on Cross Ratio 3

Fig. 1. Invariant cross ratio

(a) Railway track (b) Hallway

Fig. 2. Imaged vanishing points of (a) Railway track and (b) Hallway

3.3 2D Lines as Geometric Primitives

Under the category of geometric primitives, there are many topics to be studied. Since this work is
more concerned with 2D lines in projective space, only those have been covered here. For a more
detailed theory and understanding of the geometric primitives, readers may refer to [18] and [19].
2D lines in homogeneous coordinates can be represented as l̃ = (a, b, c). The corresponding line
equation is

x̄.l̃ = ax + by + c = 0 (3)

where x̄ = (x, y, 1). In homogeneous coordiates, intersection of two lines can be computed as

x̃ = l̃1 × l̃2 (4)

where, × is the cross product operator. Similarly, the line joining two points can be written as,

l̃ = x̃1 × x̃2 (5)

From eqn. 4 and eqn. 5 it is clear that points and lines are dual in projective space. Cross
product of two points gives a line passing through them. And the cross product of two lines gives
the point of intersection. This duality holds true only in projective space.

4 Methodology

4.1 Assumptions

Like most other methods, the proposed method here makes a few assumptions with respect to
environment and the camera used. They are listed in detail as follows,
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– Imaged environment follows the Manhattan world assumption i.e., the scene observed is made
up of natural cartesian x, y, z coordinate system.

– Plane used for 2D pose estimation is coplanar.
– On this plane 2 collinear distances for X-axis and 2 for Y-axis are known.
– Images used, have no lens distortions i.e., straight lines in real world remain straight in the

image as well.
– If the camera images are distorted, camera calibration is already done to undistort the images.

The camera used in this work had slight lens distortions and hence camera calibration had to be
done. Camera calibration helps to estimate true parameters of a camera using images of a special
calibration pattern. It is an important preprocessing step in computer vision. Camera calibration
is not included in the scope of this paper, as calibration process itself is a considerable amount
of task to be studied and implemented. Though it is not been discussed in detail in this paper,
readers are encouraged to have a look at [20]. The calibration process developed by Zhang et al.
in [20] was used in this work.

4.2 Proposed Method

The cross ratio of a line on a plane will always be constant irrespective of its perspective transform.
Consider a line lx on the ground plane with four points A,B,C,D marked on it. Distances
between those points are known in metres. When this line lx is imaged, its perspective transform
l′x will have corresponding four points A′, B′, C′, D′ in image. The distances between these four
points in image can be found in terms of pixels. Since the corresponding four points considered
in image and on the ground plane are same, their cross ratios in terms of pixels and metric will
be equivalent. This is given by eqn 2. Using this fact, one unknown distance between the given
four points A,B,C,D can be computed if pixel cross ratio is known. Since a plane is made up
of lines, the concept of cross ratio can hence be extended froma a line to a plane. This can be
explained using fig 3.

Fig. 3. Vanishing points on a plane meeting at the horizon

All the parallel lines meet at a common vanishing point as shown in fig. 3. Using eqn. 2 distance
between any two points on lines lx and ly individaully can be computed. For any arbitrary point
P (x, y) on the plane, its projection on lines lx and ly gives two new points. These new points
can be denoted by Px and Py on the lines lx and ly respectively. The two new cross ratio eqns
for the points Ax, Px, Cx, Dx and Ay, Py, Cy, Dy can be written as,

44



2D Pose Information Extraction from a Single Image Based on Cross Ratio 5

CR(Ax, Px;Cx, Dx) =
AxCx.PxDx

PxCx.AxDx
along lx (6)

CR(Ay, Py, Cy;Dy) =
AyCy.PyDy

PyCy.AyDy
along ly (7)

Equations. 6 and 7, each has only one unknown to be solved. Equating the two cross ratios in-
dividually to its equivalent pixel cross ratio gives the solution for unknown distance. A pseudocode
explaining the entire pose estimation process is provided in subsection 4.3.

4.3 Pseudocode for the Proposed Method

Algorithm 1 2D Pose Estimation

Input: Perspective Image of a ground plane similar to fig. 3 or fig. 5
Output: 2D coordinates of a randomly selected point on the ground plane

Process:
1: Select a point Āx = Āy = (x0, y0) chosen to be origin on the ground plane
2: Select any 2 points Ā′

x and B̄′
x in the image such that corresponding line (AxBx) is parallel to X in

real world
3: Select any 2 points Ā′

y and B̄′
y in the image such that corresponding line (AyBy) is parallel to Y in

real world
4: Convert all the inhomogeneous coordiantes to homogeneous form (Eg. Āx = Āy = (x0, y0) ⇒ Ãx =

Ãy = (x0, y0, 1) and so on.)
5: Compute l̃x = ÃxB̃x

6: Compute l̃y = ÃyB̃y

7: Compute l̃′x = Ã′
xB̃′

x

8: Compute l̃′y = Ã′
yB̃′

y

9: Compute vanishing point along X axis h̃x = l̃x l̃′x
10: Compute vanishing point along Y axis h̃y = l̃y l̃′y
11: Select two points B̄x and C̄x on the imaged line chosen to be X axis on the ground such that d(AxBx)

and d(AxCx) is known
12: Select two points B̄y and C̄y on the imaged line chosen to be Y axis on the ground such that d(AyBy)

and d(AyCy) is known
13: loop
14: if New point P selected then
15: Convert the inhomogeneous P to homogeneous form: P̄ = (Px, Py)⇒ P̃ = (Px, Py, 1)
16: Compute line formed by P parallel to X: ˜lpx = P̃ h̃x

17: Compute line formed by P parallel to Y : ˜lpy = P̃ h̃y

18: Compute projection Px of point P on lx: P̃x = l̃x ˜lpy

19: Compute projection Py of point P on ly: P̃y = l̃y ˜lpx

20: Compute d(AxPx) using cross ratio: CR(Ax, Bx;Cx, Px) = (AxCx).(BxPx)
(BxCx).(AxPx)

21: Compute d(AyPy) using cross ratio: CR(Ay, By;Cy, Py) =
(AyCy).(ByPy)

(ByCy).(AyPy)

22: Display: P = (Px, Py)
23: else
24: Wait for the new point P to be selected
25: end if
26: end loop

4.4 Tools and Equipments Used

The camera used in this work is a commercially available IP camera with focal length of 3.6 mm,
from Dahua Technology. Images with a resolution of 704x576 pixels were used. Computations were
done on a laptop having intel Core i5 7th Gen processor. OpenCV library was put to use for basic
operations on images. Results obtained are discussed in the following sections.
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5 Results and Discussions

All the measurements discussed here are in SI units. In order to evaluate the proposed method,
experiments were carried out to estimate 2D pose of any arbitrarily selected point on the ground
plane. To do so, images of the ground plane were taken from a surveillance camera mounted near
ceiling. A snip of the calibrated image from the surveillance camera is shown in fig. 4.

Fig. 4. Calibrated image of the ground plane used for evaluation of the proposed method

Fig. 5. Points selected on the ground plane for 2D pose estimation
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5.1 2D Pose Estimation on a Ground Plane

As observed in fig. 5, an origin point O (Ax = Ay) was chosen in the image followed by defining
of X and Y axis lines shown in red colour. Next, two more lines were defined in the image, each
parallel to X and Y axis in real world. These pairs of real world parallel lines were then used to
establish vanishing points in X and Y directions. As seen in fig. 5 both the vanishing points h̃x and
h̃y do not lie in the image space. Instead they exist somewhere outside the image space. Still the
mathematical realtion of intersection of points and lines makes it possible to define their existence
using homogeneous coordiante system. Next, two points on each axis (Bx, Cx and By, Cy) with

known distance from origin were defined. The lines C̃xh̃y and C̃yh̃x define the lower limit of usable
workspace in the image space. Later, various points were selected in the imaged ground plane to
get 2D pose estimated by the algorithm. As illustrated in fig. 5, the various points selected, are
marked sequentially and the estimated and actual pose was recorded.

5.2 Results and Error

The results obtained are plotted in fig. 6 showing the acutal as well as estimated 2D pose for
each point selected in the imaged ground plane. As observed in fig. 6, the proposed method could
effectively give the 2D pose estimate. Of course, there were slight deviations in the estimation.
The maximum error was found to be 1.12% in X direction and 1.08% in Y direction on the ground
plane. A plot of percentage error for each selected point in X and Y directions is illustrated in
fig. 7. It is interesting to note that the error did not increase gradually with increase in distance.
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Fig. 6. Comparison between actual and estimated pose of selected points on the ground plane

5.3 Important Discussions

Throughout the process of 2D pose esetimation, no information on camera parameters were pro-
vided to the algorithm. Still the proposed algorithm could effectively estimate the 2D pose on
the ground plane. Also, the images used were not captured from a predefined standard camera

77



8 A Kumar Chaurasiya et al.

0 0.5 1 1.5 2 2.5 3 3.5
−4

−3

−2

−1

0

1

2

3

4

Distance in metre (m)

%
E

rr
o
r

% Error in X

% Error in Y

Zero error line
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orientation like parallel to ground plane. This provides a proof of concept that cross ratio is not
affected by perspective transformation. Though the image used did not follow euclidean coordinate
system due to perspective projection, the pose estimation algorithm could still do the job. This is
due to existence of vanishing points in a perspective space and the invariance of cross ratio.

6 Conclusion

In this paper we have proposed a method of estimating 2D pose on a coplanar surface using a
single image from a monocular camera. This is achieved using cross ratio technique. Two cross
ratio expressions, one in terms of pixel and the other in terms of metric, are equated to obtain the
estiamted 2D pose. Proposed method is validated with the experimental results shown. Using a
single image captured from an unknown camera orientation, the proposed algorithm could estimate
the 2D pose on a coplanar surface with a good accuaracy. The amount of computation required in
this method includes only a few simple arithmetic operations. Hence, the processing time is very
low. This can be used in development of less sophisticated applications not demanding very high
accuracy.

As a part of future work, techniques to detect parallel lines in image and thereby estimate
vanishing points can be incorporated. This will reduce the uncertainity involved due to human
interference. Later, this technique may be extended from a plane to 3D space.
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Abstract  

 

An analytical mathematical investigation has been carried out on adsorption refrigeration system. 

In this analysis the entropy generation and exergy destroyed is the main focus and point of 

interest. Entropy generation and exergy destroyed go together. Entropy is the function of 

temperature. Apart from coefficient of performance (COP) of the adsorption refrigeration it is 

also require understanding and investigating about entropy generation and exergy destroyed 

phenomena in adsorption refrigeration system. A model of adsorption refrigeration of control 

volume is taken under consideration to know the influence of entropy and exergy in the system. 

Keywords: Entropy, Exergy, adsorption refrigeration, COP  

 

1. Introduction  

  

 An adsorption refrigeration system has been tried in fishing vessel, vehicle exhaust 

system etc. by various authors. Adsorption refrigeration system research and investigation is 

becoming popular due to use of exhaust waste heat thermal energy utilization. This system of 

refrigeration doesn’t require any external electric power. No motor driven compressor is used. If 

water is used as a refrigerant it can give humidity effect [1-3]. No recycling of the refrigerant. 

Water is getting evaporated due to the exhaust gas energy then it’s getting condensed in the 
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condenser and through the expansion valve passed into the economizer with cooling effect as 

well as humidification comfort. Such system of adsorption refrigeration can replace desert 

cooler, where there is instant need of motor driven electric power supply. Hence the involvement 

of rotary device for refrigeration system can be avoided [4-10].   The refrigeration effect can be 

achieved by using cheap and easily available normal domestic water which is popularly used in 

desert cooler.  In such system of refrigeration other various refrigerants also used like ammonia, 

methanol, ethanol etc. In adsorption / desorption system basically uses activated carbon or silica 

gel, charcoal etc. to adsorbed shoot, carbon CO, CO2 and other impurities from the waste exhaust 

gas. The system is quite cheaper but the COP is lesser [11-13]. The basic model on which study 

and investigation is to be carried out consists of an adsorption vessel or tank, condenser heat 

exchanger, expansion valve and economizer. The schematic diagram of the model system set up 

is as shown in the Fig. 1 [14-19].    

 

Fig. 1: Schematic diagram of Adsorption refrigeration system. 

 

2. Problem Definition 
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 The problem involves about the mathematical analysis of exergy and entropy influence in 

each individual five major components (1.Economizer 2. Adsorber 3.Condenser 4.Expansion 

Valve and 5.Evaporator) and the system overall COP (Co-efficient of Performance) and SOP 

(Specific Cooling Power). The exhaust gas of diesel engine has been considered to flow in the 

economizer shell side at a temperature ranging in between 250 to 550oC. The atmospheric 

cooling water temperature ranging 25 to 45oC enters into the economizer tube side for the study 

and analysis. The evaporator outlet water vapour enters into the adsorber bed carrying 

temperature ranging from 90 to 120oC for study and analysis. The collected water droplets can be 

drained from the bottom of the adsorber vessel. The adsorber outlet vapours develops pressure 

more than atmospheric one. Assuming the pressure developed by the water vapours in the range 

of 1.5 to 3 kg/cm2 for analysis and after achieving the minimum pressure of 1.5 kg/cm2  , the 

pressure control regulating valve allows the water vapour to flow in the shell side of the 

condenser. Considered the atmospheric cooling water in the range of 25 to 45oC has been 

supplied into the tube side of the condenser. Condenser cooling water outlet can be cooled using 

radiator fan and can be recycled. The condenser outlet admits into the thermostatic expansion 

valve. In the thermostatic expansion valve the pressure drops and hence temperature also drops. 

The temperature drop and thermal energy drop in the expansion valve is to be calculated for the 

expansion inlet temperature range of 30 to 35oC and assuming outlet temperature range in 

between 20 to 28oC. It is also assumed that the expansion valve inlet pressure is 1.5 to 3 kg/cm2 

and at the outlet the pressure is within the range of 1.2 to 1.5 kg/ccm2. The expansion outlet 

temperature range 200 to 280oC enters into the evaporator where the desired cooling effect has 

been experienced. Considering the temperature and heat values the COP and SCR to be 

determined.     

 

3. Analytical Analysis 

Economizer Section: 

The analytical analysis carried out on the major units like economizer, adsorber, 

condenser and evaporator. Economizer is nothing but a shell and tube type heat exchanger. To 

find exchanger effectiveness or efficiency and other entropy and exergy values, the following 

relations are used, 

ϵ =Actual Heat Transfer Rate / Maximum Possible Heat Transfer Rate = Q/Qmax. 
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Cc = capacity ratio = Cmin / Cmax 

Where, ϵ = Economizer heat exchanger effectiveness or efficiency. 

Q = Cc [Tc out – Tc in] = Ch [Th in – Th out] in kW 

 Cc = mc Cpc     in kW / oK 

 Ch = mchCph   in kW / oK 

 Qmax = Cmin [Th in – Tc in] in kW 

 Cmin is the smaller valve out of Ch and Cc 

This is about available energy or exergy calculation. The entropy generation can be calculated 

using the relation, 

Sg = (S2 – S1) in kJ/ kg K 

Hence exergy destroyed can be find out using, 

Xd = (To × Sg) in kJ / kg 

Adsorption section: 

The Fig. 2 shows the adsorption section with the unknowns required to find for 

investigation and analysis. To investigate about adsorber section the following isotherms are 

considered, 

Freudlich Isotherm is used to find the mass of adsorption (x), 

 x/m = k P1/n 

Where, x = Mass of adsorbate which adsorbed 

 m = Mss of adsorbent 

 P = Pressure of adsorbate 

 k and n = Empirical constants for each adsorbent-adsorbate pair at given temperature. 

Langmuir Isotherm is used to find the effective adsorption surface coverage of the adsorber 

section. The more effective adsorption phenomena depend on the higher porousness of the 

adsorbent. So the used Langmuir isotherm to determine the adsorption surface coverage (θ) is, 

 θ = KP / (1+ KP) 

Where, θ = Adsorption surface coverage area 

 P = Partial pressure of the adsorbate in the concentration. 

K = k /k-1 

k= Direct rate constants 

k-1 = Inverse rate constants 
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Adsorption Enthalpy:  

 For energy investigation of the adsorber section, it is desired to find the adsorption 

enthalpy development. The following relation has been used to find the adsorption enthalpy 

assuming that the entropy remains same,  

 ∆Hads. = ∆Hliq. – RT ln c 

where, ∆Hads. = Adsorption Enthalpy 

∆Hliq. = Enthalpy of liquefaction 

R = Universal gas constant = 0.287 kJ/kg K = Assuming ideal gas. 

T = Temperature of adsorbate in K. 

c = Langmuir parameter for given adsorbent-adsorbate at particular temperature c = Langmuir 

parameter for given adsorbent-adsorbate at particular temperature. 

  

 

Fig. 2: Adsorber column with the notations for analysis. 

 

Condenser: 

  

 The thermal analysis carried out in the shell and tube type surface condenser within the 

control volume section, to know about the successive heat transfer rate in the condenser section 
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to convert vapours into liquid. Fig. 3 illustrates about the condenser section control volume for 

thermal analysis. The mathematical relations used are as follows, 

  Q = h A [Tv – Ts] 

 

 

Fig. 2: Adsorber column with the notations for analysis. 

Where, Q = Heat transfer rate in W 

 h = Average heat transfer co-efficient up to Length of tube L, in W/m2 K 

from data table selected h = 9600 to 24400. The h can be calculated using relation, 

h= Z [(N * L ) / W]0.33 

where, Z = Condensation co-efficient = 15413 (Taken from data table for steam at 1000C) 

N = Number of tubes 

L = Length of tube 

W = Weight of condensate in N/s or N/hr. 

(Or) h = 0.728 [(k3ρ2g hfg) / (µD (Tv – Ts))]
0.25 

where, k= Thermal conductivity of the liquid in W/mk 

ρ = Density of fluid in kg/m3 

g= acceleration due to gravity = 9.81 m/s2 

hfg= Latent heat of vaporization, J/kg 

µ= Viscosity of liquid 
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L= Length of tube 

D = Diameter of shell tube sheet in m. 

Tv = Vapor temperature in oC 

Ts = Condenser outlet temperature at the surface in oC 

A = Condenser surface flow area in m2 

 

 

Fig. 3: Schematic Diagram of Shell and Tube type surface Condenser for study and analysis. 

 

Expansion valve throttling: 

  

 The thermostatic expansion valve does the drop in pressure and hence temperature drops. 

In thermostatic expansion valve enthalpy drops takes place to give cooling effect in the 

evaporator section. Fig. 4 shows the schematic diagram of thermostatic expansion valve for 

thermal analysis. The following expressions are taken under consideration to carried out the 

thermal analysis in the expansion valve, 

 ∆H = hinlet – houtlet in kJ/kg 

The entropy generation can be determined using, 

 Sg = Soutlet – Sinlet in kJ/kg K 

The exergy destroyed can also be determined using,  

 Xd = To Sg 
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Fig. 4: Schematic Diagram of Thermostatic Expansion valve under study and analysis. 

 

Evaporator: 

 

 The evaporator section is the place where the desired cooling effect to be achieved and 

maintain. The Fig. 5 shows the evaporator section considered for analysis and study. For a 

particular comfort temperature the evaporator performance to be determined i.e. COP of the 

evaporator section to be determined to understand the system performance. To determined COP 

the following expression is used, 

 COP = T inlet / (T outlet – T inlet) 

Here also entropy analysis can be carried out using the relation, 

 Sg = Soutlet – Sinlet in kJ/kg K 

And exergy analysis uses the relation,  

Xd = To Sg 

To find the specific cooling power, SCP, it is required to use the expression as, 

 SCP = Q evp. / (m ads * T cycle) 

Where, Q = Evaporative heat transfer = m cp ∆T 
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 m ads= Mass of adsorbent 

 T = Cyclic time 

 m = mass of refrigerant (water) 

 

 

 Fig. 5: Schematic Diagram of Evaporator considered for study and analysis. 

4. Results and discussions 

Economizer Section 

 In analytical analysis it is considered that there is adiabatic heat transfer from the 

economizer, adsorption column, condenser, expansion valve, and evaporator and of course from 

all the associated pipelines. It is also considered that all the heat experiencing elements are hot 

insulated and the cold experiencing pipelines and substances are cold insulated to avoid heat 

loss. Starting from economizer investigation, it is considered that the exhaust gas received from a 

four stroke six cylinder Truck diesel engine of Model 6BT 5.9TC(SE1613TC), available data 

taken from Tata Automobiles manufacturers for analysis. The engine bore is 102mm and length 

120 mm and each engine volumetric capacity is 980.55 C.C. Hence total six cylinders volumetric 

capacity is, Vtotal =5883 C.C. The maximum given speed of engine is 2500 RPM i.e. N = 2500 

RPM. To find the exhaust gas mass flow rate the considered speed is N= 2000 RPM for analysis. 
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The crankshaft rotates at half of the engine speed, i.e. N/2 = 2000/2 RPM and hence the exhaust 

stroke is 1000 per minute. Assuming uniform flow of air, we get exhaust gas mass flow rate as, 

Engine Exhaust gas mass flow rate, Qexhaust = (Each engine capacity x Engine Exhaust stroke per 

minute) 

Q each engine exhaust = Veach engine x (N/2) = 980.55 x (2000/2) = 9,80,550 C.C. / min = 0.0163 m3/sec. 

Approximately for analytical analysis. 

Therefore total six engines exhaust volume flow rate is, Vtotal = Veach x 6 = 0.0163 x 6 = 0.0978 

m3/sec. To determine the engine exhaust mass flow rate, here is the relation,  

Density = Mass / Volume 

 ρgas = mgas / Vtotal exhaust 

Considering the density of gas at 2500C is 0.674 kg/m3 

 0.674 = m / 0.0978 

Hence the exhaust hot gas mass flow rate is, mh= 0.0659 kg/s. approximately. 

Considering economizer heat exchanger is an unmixed multi-pass economizer heat exchanger for 

analysis. The hot exhaust gas exchanges heat with cooled atmospheric water in a 1-shell pass and 

8-tube pass heat exchanger. The economizer water tubes are of thin-walled and made of copper 

with an internal diameter of 12 mm and external diameter of 15 mm. The length of each pass in 

the heat exchanger is 5 m and the tubes overall heat transfer co-efficient, U = 310 W / m2 oC.  

Let, the water flows through the tubes at a rate of, mc = 0.02 kg/s.  

Considered specific heat of water at maximum atmospheric temperature 40oC is , 

Cpc = 4.187 kJ/kg  K 

The exhaust hot flue gas specific heat at 250oC is , 

Cph = 1.038 kJ/kgK 

Therefore, 

Cc = mc Cpc = 0.02 x 4.187 = 0.0837 kW / K    and 

Ch = mh Cph = 0.0659 x 1.038 = 0.068 kW / K 

So, Cmin = Ch =0.068 kW /K 

Cmax = Cc =0.0837 kW/ K 

Hence, capacity ratio c = Cmin / Cmax = 0.068 / 0.0837  

c = 0.81 

2019



Therefore, to determine the maximum heat transfer rate Qmax, at Exhaust hot gas inlet 

temperature Th in = 250oC and at atmospheric cold water inlet temperature into the economizer 

pipe, Tc in = 300C 

Qmax. = Cmin (Thin – Tcin) = 0.068 (250 – 30) 

Qmax=14.96 kW 

Using NTU method to find effectiveness and economizer shell side exhaust hot gas outlet 

temperature and economizer tube outlet temperature, required to use the following relations, 

NTU = U As /Cmin 

Where, NTU = Number of Transfer Units 

U = Economizer tubes overall heat transfer coefficient = 310 W/m2 oC = 0.310 kW/m2oC 

 As = Economizer tubes inner surface peripheral area = n ( π D L) 

 n = No of Economizer tubes = 8 

 D = Economizer tubes internal diameter = 12 mm = 0.012 m 

 L = Economizer tubes length = 5 m. 

As = 8 (π x 0.012 x 5) = 1.51 m2 

Therefore, NTU = 0.310 x 1.51 / 0.068  

NTU= 6.88 

From the chart of Effectiveness -1 Shell Pass, 2, 4 , 6, 8 …. Tube Passes of heat transfer and heat 

exchanger data table,  

The effectiveness in percentage obtained is, 64% 

Therefore , ϵ = 64%  

ϵ= 0.64 

The actual rate of heat transfer Q is, 

ϵ = Q / Qmax 

0.64 = Q / 14.96 

Therefore, Q = 9.57 kW 

Using the actual heat transfer rate relation to find out the economizer shell side outlet hot water 

temperature and the economizer tube side outlet water temperature, this is as follows- 

Q = Ch( Th in – Th out) = Cc ( Tc out – Tc in ) 

Q = Ch (Th in – Th out)  

9.57 = 0.068 ( 250 – Th out) 
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Th out = 109.26 oC 

Q  = Cc ( Tc out – Tc in ) 

9.57 = 0.0837 (Tc out – 30) 

Tc out = 144.33oC 

So it can be noted that the temperature of the atmospheric cooling water will rise from 30 to 

144.33oC and the engine exhaust flue gas temperature will reduce down from 250 to 109.26oC 

during the session of heat transfer in the economizer heat exchanger with economizer 

effectiveness of 64%. 

For different value calculations of exhaust hot gas temperature into the economizer shell and for 

different values of economizer tubes inlet temperatures the Qmax and Q has been calculated 

which has been plotted in Fig. 6. The varying heat flow v/s hot gas outlet and the cold water 

outlet have been plotted in the Fig. 7 and in Fig.8. 

 

 

Fig. 6: Actual and maximum heat development plots for different values of temperature and for 

same fixed value of Cmin and ϵ. 
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Fig. 7: The heat flow v/s hot gas outlet temperature. 

 

 

Fig. 8: The heat flow v/s cold water outlet temperature. 

 

Now moving to find entropy generation and exergy destroyed in the economizer tubes, 

By applying entropy balance in the economizer tubes, 

∆S = Sin – Sout + Sgeneration 

As the economizer tubes acts as an open loop system after the initial period of settlement.  

Therefore for steady state mass flow ∆S = 0 

So, Sg = Sout – Sin  

Sg = (S2 – S1) 
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From steam table, S1 =Sf1= 0.4369 kJ / kg  K at T1 = 30oC and 

                              S2 =Sf2 = 5.0934 kJ / kg K at T2 = 144oC and  

Therefore, Sg = (5.0934 – 0.4369)  

 Sg = 4.6565 kJ / kg K 

Exergy destroyed due to entropy generation is given by, Xd = To Sg where To = 300C =303 K 

Therefore, Xd = 303 × 4.6565 

       Xd = 1410.92 kJ / kg 

The entropy generation and exergy destroyed in the economizer tube section has been calculated 

and the same has been plotted in the Fig.9. 

 

 

Fig. 9: Exergy v/s Entropy Generation in the economizer tube section. 

By carrying out the entropy balance within the exhaust flue gas, the entropy generation within 

the exhaust flue gases passing through the economizer shell section can be determined for steady 

state open loop system. In case of open loop system the change in entropy is zero. Hence entropy 

generation is equal to the subtraction of entropy out and entropy in, which is as written below,  

∆S = Sin – S out + Sgen 

Therefore, Sgen = (Sout – Sin) 

 Sgen = (Q / Th out) – (Q / Th in) KW/oC 

The exergy is destroyed is  Xd = To × Sg kW 

The calculated values of exergy destroyed and entropy generation has been shown in Fig.10 
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Fig. 10: Exergy destroyed (Xd) v/s Entropy generation (Sg) analysis within the exhaust hot gas. 

 

Condenser: 

 It is presumed that the outlet vapour from the adsorber column enters into the condenser 

is of dry steam. The dry vapour steam temperature (Tv) has been taken in the range from 119 to 

168oC. Atmospheric water temperature or surface temperature (Ts) has been taken from 30 to 

40oC. The selected inlet vapour size of internal diameter has been taken as 50 mm. So the fixed 

vapour flow rate area is 0.0196 m2. The average heat transfer co-efficient of steam has been 

taken as 9600 W/m2 K. The Fig. 11 plots the condenser inlet steam temperature v/s heat transfer 

rate. 

It is also analyzed about the entropy generation and exergy destroyed in the condenser section. 

The same has been plotted in the Fig. 12. 

 

Fig.11: Vapour inlet temperature (Tv) v/s heat flow rate (Q) 
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Fig.12: Condenser Exergy destroyed v/s entropy generation. 

 

Expansion valve: 

 The selected expansion valve is ASB20 (American Standard Brass type material) of inlet 

size 1/4" (approximately 6.35 mm) ODF (Outer diameter of orifice) and outlet size of 3/8” 

(approximately 9.525 mm) ODF. The capacity range is from 1 to 4 with pressure drop 3 bar and 

outlet temperature maintaining capacity up to 10oC. In our calculation it has been taken that the 

orifice inlet temperature is from 40 to 80oC and with outlet temperature of 20oC.The enthalpy 

values are taken from steam table for different temperature and calculations done to find 

enthalpy drop. The enthalpy drop v/s temperature has been plotted in the Fig. 13. Using the data 

from the steam table the exergy destroyed and the entropy generation within the expansion valve 

has been calculated. It is being plotted in the graph and shown in the Fig. 14.  
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Fig.13: Expansion valve inlet temperature vs. Expansion Valve enthalpy drop 

 

 

 

Fig.14: Expansion valve Exergy Destroyed (Xd) v/s Entropy Generation (Sg) plot. 

 

Evaporator:  

 It is considered that the evaporator inlet temperature is within the range from 16 to 25oC 

with the fixed outlet temperature of evaporator as 40oC. It is observed that with the increase in 

inlet temperature from 160 to 250oC for fixed exit temperature, the COP increases gradually. The 

data has been plotted and shown in the Fig. 15. 
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Fig. 15:  Evaporator inlet temperature vs. Evaporator COP. 

 

5. Conclusions 

 The analytical analysis carried out in each major section considering the control volume 

to find out the available energy, entropy generation, exchanger effectiveness and system COP. 

The analytical values can be compared with the experimental values. It was found that engine 

exhaust waste heat has been utilized in the economizer section with effectiveness of 0.64.The 

economizer exhaust heat and temperature also calculated to know the utilization of engine 

exhaust temperature. For the economizer minimum inlet temperature of 250oC, the ∆T found is 

131oC. In case of evaporator and overall system performance, for evaporator minimum inlet 

temperature of 16oC and evaporator maximum outlet temperature of 40oC, the COP is 0.66. With 

the increase in evaporator inlet temperature from 16 to 25oC, with fixed outlet temperature of the 

evaporator of 40oC, the COP increases gradually from 0.66 to 1.66. Hence by conducting an 

experiment and by maintain the optimum theoretical parameters of the system the performance 

of the system can be checked and optimum COP can be determined.   
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Abstract. According to economy metrics, Bitcoin and other cryptocur-
rencies has burgeoned in the financial market. Bitcoin being the first
decentralized digital cryptocurrency has attracted significant growth in
market over last few years. It is crucial to understand the volatility of the
Bitcoin exchange price to forecast future prices. In this paper, we ana-
lyze the daily trends in Bitcoin system, user behavior, and emphasize on
the dynamics showing volatility. Transaction data is collected from Jan-
uary 2014 to March 2019. The proposed model outperforms the machine
learning technique along with timeseries statistical models. Empirical re-
sults of Bitcoin prices with utilization gives the ability to train model in
predicting prices. The accuracy of the price prediction is done in USD.
The parameters of prediction are compared in order to bring out the best
solution to forecast prices and to improve the predictive performance of
Bitcoin prices.

Keywords: Bitcoin · Bitcoin price prediction · Cryptocurrency · Ma-
chine Learning.

1 Introduction

Cryptocurrency is an another form of digital or virtual currency specifically de-
signed as a medium of exchange to secure and verify the transactions. The prices
of Bitcoin were soaring leading to increasing number of transactions involving
payments, Bitcoin was the first global cryptocurrency which was introduced by
Satoshi Nakamoto (a pseudonym for a person or a group whose identity is mys-
tery) in January 2009. The Bitcoin system is completely decentralized, and all
the transactions take place in peer-to-peer network. Bitcoin has topped the list of
cryptocurrencies followed by Ethereum, Ripple, Bitcoin Cash, Litecoin. Bitcoin
has total value of 3.069 billion. The properties of Bitcoin such as transparency
and anonymity has made it topped all the charts of cryptocurrency. The popu-
larity of Bitcoin is not just limited to online stores but rather it is being accepted
by offline business as well.

A simple way to accomplish the transaction to be validated is to require proof-
of-work [1], which is created with computational power. In a closed network,
virtual currency is stored in a digital wallet (either in a Cloud or on Users
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Fig. 1. Working of Bitcoin Transaction.

Computer). Bitcoin mining is done by users known as Miners. Miners [2] validate
nodes in the network and record transactions. As Bitcoin accounts does not
identifies miners and there is no central authority to provide details, transaction
is done anonymously. Every 10 minutes these new transactions are secured, also
known as hashed, into a new block. Once a miner successfully finds a hash for
the block, proof-of-work is achieved then the miner broadcasts the block chain
that includes addition of block to the existing blockchain public ledger. Other
miners validate the authenticity of the transactions and check the hash, this new
block is then added to the blockchain ledger, and the race to mine the next block
begins. Computers participating in the system must solve a cryptographic puzzle
to come up with a desired answer. Once they solve this puzzle, the transaction
is recorded in the Blockchain. Bitcoins uniquely set payout rate which rewards
miners for supporting the network with their computers also helps make it more
valuable. The sender and the receiver create network, public keys are exchanged
to start the transaction. The private key is exchanged to send the specific amount
to the receiver. Private key generates the digital signature for authentication of
sender, receiver and transaction. The Bitcoin system is capable of 7 transactions
per second. Bitcoin is widely accepted by over 40 countries such as Germany,
Croatia, Switzerland, Canada etc. as cryptocurrency.

The paper proceeds as follows. The next section explains literature survey.
The subsequent spotlights on methodology. The following section shows the re-
sults obtained from the methodology. The last section offers concluding thoughts.

2 Literature Survey

Price is predicted using Fundamental Analysis and Technical Analysis. Funda-
mental Analysis observes volatility of economy and helps in decision making of
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prices in cryptocurrency. Technical Analysis studies the market data for predic-
tion of prices. [3] In paper [4], data being predicted in graph, various features are
extracted to predict the value on time-frame of 1-hour, 1-day, 1-week, 1-month
basis. Within the selected features the Union Find algorithm is used to remove
the redundancy and to find the unique entity of a person. Machine learning al-
gorithms such as Linear Regression, Support Vector Machine, Neural Network
(Feed-Forward Neural Network), Logistic Regression are applied on the dataset.
The author tried to forecast Bitcoin prices in USD, 1-hour prior along with the
accuracy rate of 55%.

Latent Source Model (LSM) was developed by G. H. Chen for binary classi-
fication. [6] In this paper, Bayesian Regression is used for predicting the varying
price of Bitcoin. In Bayesian Regression, data acts as proxy for Bayesian infer-
ence. The problem of unknown labels is resolved with use of training data for
prediction. Latent Source Model in conjunction with Bayesian Regression ex-
amines the existing patterns in system, human behavior for prediction of prices
with higher accuracy instead of doing explicitly. The average price is predicted at
an interval of 10 second with the help of trading strategy which allows the user
to make the decision. Using Sharpe ratio, it is observed that trading strategy
performs consistently over time and yields better results during high volatility.

The relationship between Bayesian Structural Time Series Approach and
various factors affecting Bitcoin prices is explained. The important feature of
State Space Model (SSM) is forecast the prices into diverse components. [7]
Cross-industry standard process for data mining (CRISP-DM) is processed for
data mining.[8] Activation functions works best with Sandardisation for deep
learning models. Here feature extraction is done with Boruta, Deep learning
parameters are selected on the basis of random search, genetic algorithms and
grid search.

3 Methodology

Fig. 2 explains the procedure of the implementation of proposed model. The
model has three phases for the entire implementation. The Data Compilation
phase collects the data from various sources to validate the data before process-
ing. The Data Preparation phase filter the imputed values for the final process-
ing. The final phase includes the model implementation.

3.1 Data Compilation

To accomplish the target of prediction we acquire the dataset that adequately
represents the presently existing Bitcoin system, various online sources are avail-
able to obtain the data. The data is collected from Coinmarketcap. The data
ranges from January 2014 to March 2019. There are total 1932 instances in the
data. The transactions are verified and the parameters needed for the predic-
tion are validated. The complete historical listing of Bitcoin prices enable us to
explore various features of price prediction. The parameters that are taken into

3332



4 Prachi Vivek Rane and Sudhir N. Dhage

Fig. 2. Procedure of Bitcoin Price Prediction.

consideration while implementing model are Open, Volume, Close, Low, Market
Cap, High. From the acquired transactions, we have computed the average price
of Bitcoin and forecast on daily basis.

3.2 Data Preparation

Bitcoin Ledger has each and every record of Bitcoin transaction which uniquely
analyzes the volatility in prices. The filtering phase includes the conversion of
values into integers by removing commas. In next phase the values are selected by
excluding the missing or incorrect values. This helps to improve the prediction
more efficiently. Based on the classification of data and focus, we choose the
parameters in aspect of regression in-order to gain high accuracy in prediction.

3.3 Proposed Model

Long-Short Term Memory Model is implemented to forecast the Bitcoin prices.
Important parameters are used chosen for regression to predict the prices with
higher precision. The parameters of each model are optimized on a daily basis to
forecast the next day change in price of Bitcoin. Two evaluation metrics are used
for parameter optimization: Mean Absolute Error (MAE), Root mean squared
error (RMSE). MAE computes the absolute variation of test sample between
predicted value and the actual value having equal weights whereas RMSE com-
putes square root of the average of squared differences between prediction value
and actual value.

Various other models based on prediction are explored and compared their
performance to interpret which technique is better and to what extent. Accu-
racy level obtained from the models enhance to overcome the drawbacks of the
existing systems.
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Fig. 3. Bitcoin Price Prediction Accuracy Comparison with other Machine Learning
models.

4 Results

The use of Bitcoin continues to grow, despite the regulation uncertainties shared
across many countries permitting its use. To increase the adoption of Bitcoin,
pragmatic companies continue to deliver applications that are useful to the peo-
ple. Moreover, we test to what extent market liquidity has impacted the esti-
mated scaling exponents. According to the results, we choose to follow further
modelling of values rather than intricate patterns. Although there exist a lot of
volatility in the prices from the data, the tail behavior seems to be a common
generality. The results derived from the proposed model show that Bitcoin price
prediction can be used to enhance the growth in the industry and attract more
miners to invest in the system.

Fig. 4 enables us to understand the the predicted prices and the actual prices
of accuracy. The graph is so close meaning the accuracy is very sharp.

5 Conclusion

Bitcoin system demonstrates that competition in bitcoin mining done by the
miners leads to a great challenge in forecasting the future prices. Due to absence
of regularity in the Bitcoin market, the forecasting of the accurate prices has be-
come a challenging task. The model was developed as a proof of concept and to
demonstrate its feasibility, other functionalities can also be added to it to become
a fully functional system that can be used be people. A different yet promising
approach to examine cryptocurrencies such as Bitcoin system consists in quan-
tifying the impact of effective predictors of Bitcoin, price fluctuations, market
behavior. Future research might includes further exploration in the structure of
Bitcoin network and how stabilize the volatility in the network.
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Fig. 4. Prediction of Bitcoin Prices using Long-Short Term Memory model.

This paper an overview on the fast emerging Bitcoin system highlighting
mainly the volatility of prices inherent to these technologies. Broadening the
current analysis of price prediction by considering other parameters of the mar-
ket is a scope for future work. The aim of the paper is to explore Bitcoin system
theoretically and empirically build a model from the perspective Bitcoin cryp-
tocurrency market by predicting price with higher accuracy.
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1 Introduction

Pattern classification is a branch of machine learning and artificial intelligence emerg-
ing rapidly into almost every field of engineering sciences dealing practical problems.
Fuzzy Rule-Based Systems (FRBSs) have been proved to be applicable to cope with this
sort of classification problem. The reason is the ambiguity, irregularity and complexity
present in the raw data set making conventional pattern classification techniques hard
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to fit into any kind of real model. In this respect, the interpretable linguistic labeling of
a FRBS makes it more practical and user-friendly as well [1,2,21]. In FRBS, a block
of fuzzy rules is being extracted based on the training patterns available and then fuzzy
reasoning method is deployed to classify unknown test patterns.

The application of fuzzy rule-base as a fuzzy classifier towards the classification
problems had been exhibited for the first time in [1]. A fuzzy reasoning method us-
ing Genetic Algorithm(GA) has been developed first in [2] which considers all the ex-
tracted rules unlike the existing methods entertaining the rule with highest firing degree
only. Undoubtedly, Genetic Algorithm is the most popular one, numerous variations and
upgradations of which took place in the literature in the context of classification prob-
lems [3,4,5,6,7,8,9,10]. In the subsequent years many researchers utilized the Fuzzy
Clustering to generate fuzzy-rule bases to address the classification problems [11,12].
Principal component analysis which reduces the dimension of the feature space effec-
tively keeping the classification power intact, has been described in [13]. Apart from
genetic algorithm, fuzzy classifier has been designed by many other approaches like
neural networks [14,15,16], support vector machines [17,18,19] and several heuristic
approaches [20]. Mixed integer programming has been implemented in [21,22] to gen-
erate a fuzzy rule base from data set. However in most of the cases the characteristics
of a fuzzy rule base have been mathematized as a multi-objective optimization problem
due to its conflicting nature and then diluted into a single objective optimization prob-
lem. But such practices may be disastrous in case of data sets possessing non-convex
pareto frontier of the formulated problem and this situation may trigger the existing
methods to fail [30,31]. The flip side of the simplest and perhaps the most popular
method namely weighted average method has been detailed at [30,31]. A complete dis-
cussion on the methods, advantages, disadvantages and comparative analysis may be
studied in [28,29].

Keeping those limitations in mind, in this work, we have put forward the classifi-
cation problem in a different point of view carefully analyzing the characteristics of a
data set and developed a set of potential rules with optimum accuracy, coverage and
vagueness. For this, a multi-objective optimization problem has been formulated out
of the given training patterns in a mathematically rigorous way. The feasible set of the
developed multi-objective model is the entire rule set scattered in a discrete fashion.
The main objective is to refrain ourselves from converting the multi-objective model
holding conflicting objectives into a single objective model and in doing so the natural
conflict of interest hidden within the data set has been preserved.

In the existing literature, enormous number of methods are available in order to
find the evenly generated non-dominated solutions of a multi-objective optimization
problem [23,24,25,26,27]. But, digging out the available literature it can be claimed
that no proper method is available to solve a multi-objective decision making problem
with completely discrete or totally disconnected criteria space to the best of our knowl-
edge. This motivates us to construct a methodology to identify the Pareto-frontier as
accurate as possible in case of discrete decision spaces and the same has been plugged
into the proposed classification problem. It is observed that, most of the points lying
on the Pareto frontier have been depicted correctly except for a negligible number of
additional points due to the knee of the space concerned. However, we have taken care
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of that issue out of the shorlisted points by pairwise comparison. In order to formu-
late the multi-objective optimization problem, three most vital characteristics of a rule
base namely accuracy, coverage capability and the vagueness have been considered.
As fuzzy rule antecedents, we have considered triangular fuzzy number and for the fea-
ture scaling fuzzy c-means algorithm [34] has been implemented. The accuracy test at
the end against a benchmark data taken from UCI repository [35] presents satisfactory
result with respect to the existing methods and outclasses them in terms of simplicity
and domains of applicability.

The remainder of the paper has been organized as follows. Section 2 contains basic
definitions and some measures related to the fuzzy rule base classification problem.
Section 3 defines describes elaborately our proposed method towards finding the Pareto-
frontier of the decision space. Section 4 consists of the algorithm and Section 5 presents
an example of real-life application of this method to a benchmark data set. Finally,
section 6 concludes the work with the scopes on possible future directions.

2 Preliminaries

Let us consider a classification problem consisting of n patterns, m classes and p
features. So, a typical pattern say X can be expressed as a vector of the form X =
(x1, x2, ..., xp, Ck), where xi is the value of the pattern X in the i-th feature and Ck is
the class of this pattern X , i = 1, 2, ..., p, k = 1, 2, ...,m.

In this paper, our objective is to construct fuzzy if-then rules of the following type:
Rule-k : If f1 is F̃1 and if f2 is F̃2 and ......and if fp is F̃p, then the Class is Ck.
Here fi is the fuzzy variable corresponding to the i-th feature and F̃i is the triangular
fuzzy number, termed as fuzzy antecedent corresponding to the fuzzy variable fi, i =
1, 2, ..., p and Ck is the class referred by this particular rule and termed as consequent.

2.1 Matching degree or Degree of Compatibility: [22]

The matching degree or the degree of compatibility of the k-th rule with the pattern X ,
denoted by mX

k is defined as follows:

mX
k =

p∏
i=1

µF̃i
(xi) (1)

where, µF̃i
is the triangular membership function of the fuzzy set F̃i and xi is the value

of the pattern X corresponding to the i-th feature in the data set.
As we mentioned in the introduction, in the formulation of our proposed multi-

objective optimization problem, we consider the characteristics namely accuracy, cov-
erage and vagueness which should be possessed by an ideal rule-base, we recall those
ideas and define as follows:
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2.2 Accuracy or Certainty Degree of a Rule: [22]

For a given rule say k-th whose consequent is say Ck, the accuracy or certainty degree
of that rule is computed in the following way,

σk =

∑
X∈PCk

mX
k∑

X∈P m
X
k

(2)

where P is the set of all the patterns, PCk
is the set of patterns belonging to the class

Ck, mX
k is the matching degree of the pattern X with the k-th rule as described in the

equation (1) This characteristic of the rule base indicates that how accurately a rule can
classify an unclassified patterns belonging to the class represented by a particular rule
in the consequent part.

2.3 Support or Coverage Capability of a Rule: [22]

One more characteristic is present in the literature namely support which takes care
of the coverage capability of a rule(say k-th) towards the patterns of the class(say Ck)
appearing in the consequent of this rule. It is calculated as follows,

δk =

∑
X∈PCk

mX
k

NCk

(3)

where PCk
is the set of patterns belonging to the classCk,NCk

is the number of patterns
in the class Ck i.e. cardinality of the set PCk

, mX
k is the matching degree of the pattern

X with the k-th rule as mentioned in the equation (1). This particular characteristic
reflects the field of action of a rule supporting the patterns of the consequent class.
Along with the described two characteristics above, another significant factor namely
vagueness of a rule has been captured and associated in our model to form the rule base,
which is not yet attended and overlooked in the previous literature.

2.4 Vagueness of a Fuzzy Rule:

Let, A denotes a fuzzy set on the universe U with membership function µA(u) for all
u ∈ U . If U is a discrete set, say, U = {u1, u2, ..., um} and µi = µA(ui), then the
vagueness or the fuzziness of set A is defined by,

Ev(A) = − 1

m

m∑
i=1

(µi (lnµi) + (1− µi) (ln (1− µi))) (4)

The vagueness or fuzziness of a fuzzy set can be measured by a fuzzy entropy which
is similar to Shannon’s entropy measure of randomness [37]. With the help of this def-
inition we shall define the vagueness of a fuzzy rule and incorporate this concept into
objective construction in the next section.
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3 Identification of Representative Rules of a Data Set

Consider a data set with multiple classes and features. In order to classify the data, our
purpose is to unveil the hidden similarity of patterns belonging to individual classes.
Here, the target is to construct a set of rules for each of the classes and finally tie them
together to form a rule base for the given set of patterns. Then rule-selecting objective
functions are constructed on the basis of the rule accuracy, rule coverage capability and
the rule vagueness as well. Doing so, the issue of classification problem boils down
into a multi-objective optimization problem where the formulation of objectives are
motivated from the must-have characteristics of a potential rule-base. This sort of clas-
sification problem is being dealt with the successful identification of the non-dominated
solutions and naming them Representative Rule completes the rule generation step. Fi-
nally the test patterns are exploited to test the strength of the extracted rule-base based
on the capability to distinguish a specific test pattern from other enemy classes and to
classify them correctly. While testing, 10-fold cross validation method has been fol-
lowed as a standard model validation technique.
Mathematically, let us consider a classification problem with N number of patterns, m
classes and p features. So, N = N1+N2+ .......+Nm where Nk= Number of patterns
belonging to the k-th class, (k = 1, 2, ....,m). Now we separate each of the classes into
two parts, which are, a). Training Patterns and b). Test Patterns.

For a particular class say k-th, we consider N train
k : N test

k = 90 : 10. So we
can write N = (N train

1 + N test
1 ) + (N train

2 + N test
2 ) + ... + (N train

m + N test
m ) =

(N train
1 +N train

2 + ...+N train
m ) + (N test

1 +N test
2 + ...+N test

m ) = N train+N test.
Then the N test number of patterns have been kept aside for the test of the classifier

at the end and we proceed with a fixed class say k-th, (k = 1, 2, ...,m). For the visual
comfort, let us rename the following,
N train
k = nk =number of training patterns in the k-th class.

Thus the total number of training patterns is,N train = n1+n2+ ...+nm. So, the enu-
meration of the training patterns belonging to the k-th class is, Xk

1 , X
k
2 , X

k
3 , ..., X

k
nk

,
where Xk

s =s-th pattern belonging to the k-th class, where s = 1, 2, ..., nk. Since each
of the pattern has p numbers of features, a pattern can be expressed as a p-tuple of the
form, Xk

s = (xks1, x
k
s2, ..., x

k
sp), where xksi is the numerical value of the s-th pattern of

the k-th class in the i-th feature.
Let us denote the set of all patterns belonging to the k-th class as,
Pk = {Xk

1 , X
k
2 , X

k
3 , ..., X

k
nk
}

Here the patterns are of the form, Xk
s = (xks1, x

k
s2, ..., x

k
sp), where s = 1, 2, ..., nk.

Step-I: Clustering and Defining Fuzzy Scale: The cluster centers single out the points
of congestion of the feature values available for the patterns and this is the way the
benchmark fuzzy sets are constructed under the features. Here in this step, the cluster
centers of the features are being computed one by one taking the patterns belonging to
the k-th class. The prospective antecedents of the rules are modeled as triangular fuzzy
numbers whose membership functions are computed using those developed cluster cen-
ters obtained. Let us construct the sets, Y ki = (xk1i, x

k
2i, ..., x

k
nki

), where i = 1, 2, ..., p.
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Clearly, these sets hold the values of all the patterns of the class k for the features
taken separately. Then we apply fuzzy c-means clustering algorithm to all Y ki ’s(i =
1, 2, ..., p) to find the cluster centers of each of the features for the patterns belonging to
the class k.
Let us fix the number of clusters to be five. So, the cluster centers for the set Y ki are ckij ,
where j = 1, 2, ..., 5 and i = 1, 2, ..., p.
Let minki = min{Y ki } = min{xk1i, xk2i, ..., xknki

}
and maxki = max{Y ki } = max{xk1i, xk2i, ..., xknki

}, where i = 1, 2, ..., p.
Therefore, the triangular fuzzy numbers corresponding to the feature say i are,

F̃ kij = (minki , c
k
ij ,max

k
i ) (5)

where j = 1, . . . 5, i = 1, . . . , p. Thus for the i-th feature there are 5 choices of assign-
ments of fuzzy numbers which are F̃ ki1, F̃

k
i2, F̃

k
i3, F̃

k
i4, F̃

k
i5.

So the number of prospective rules is 5p, as there are p features.
While constructing the benchmarks scale of the fuzzy numbers, we have stretched

those sets over the whole universe of discourse [36] with positive membership degrees.
Because otherwise, the matching degree turns out to be zero for a pattern if it attains
zero membership degree in any of the features.

Step-II; Computation of Membership degrees: For a pattern Xk
s , (s = 1, 2, ..., nk)

belonging to the k-th class, let us compute the membership degree of that s-th pattern
in the j-th fuzzy number of the i-th feature and denote by, µksji = µF̃k

ij
(xksi), j =

1, . . . , 5 and i = 1, . . . , p, where, Xk
s = (xks1, x

k
s2, ......, x

k
sp), s = 1, . . . , nk,

µF̃k
ij
= membership function of the fuzzy number F̃ kij .

These values indicate the belongingness of a pattern in a fuzzy antecedent in fuzzy
sense. Up to this point, for a particular pattern Xk

s , we get 5p entities representing the
membership degrees corresponding to each of the fuzzy numbers of each of the features.
Now let,

Zkji =

nk∑
s=1

µksji, where j = 1, . . . , 5, i = 1, . . . , p (6)

Here Zkji represents the sum of the membership degrees of all the nk patterns be-
longing to the k-th class in the j-th fuzzy number of the i-th feature. This sum actually
indicates the belongingness of the k-th class to a particular fuzzy antecedent out the 5p
numbers in totality.

Step-III; Construction of the Objective Functions: Clearly a particular rule should
have maximized accuracy, maximized coverage capability but a minimized vagueness
which are conflicting in nature as described in the following:
First we re-look the definition of Certainty Degree or Accuracy of the k-th rule whose
consequent is Ck given in the equation (2), we get,

σk =

∑
X∈PCk

mX
k∑

X∈P m
X
k

=

∑
X∈PCk

mX
k∑

X∈PCk
mX
k +

∑
X/∈PCk

mX
k

(7)
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Now the following inferences can be drawn from the last part of the equality (7),
a. Maximization of σk is tantamount to the maximization of the numerator or the mini-
mization of the denominator or the both simultaneously.
b. But the minimization of the denominator, which itself contains the numerator, causes
the conflict of the potentially considerable objectives Support and Accuracy.
c. Ultimately, minimization of the denominator is equivalent to the minimization of the
quantity

∑
X/∈PCk

mX
k , i.e, minimization of the matching degrees of the enemy patterns

with that specific rule.

From these observations, it is clear that, maximization of the quantity
∑
X∈PCk

mX
k

and minimization of the quantity
∑
X/∈PCk

mX
k suffice to enhance the Support and the

Accuracy of the k-th rule respectively.
Looking back the expression of support in the previous section we construct the objec-
tive function for the k-th class, which is to maximize,

f1 =

p∑
i=1

5∑
j=1

Zkjiα
k
ji

subject to

αkji = 0 or 1, (8)
5∑
j=1

αkji = 1 for i = 1, . . . , p, j = 1, . . . , 5. (9)

Equation (8) and (9) together ensure that exactly one fuzzy number is allowed to be
assigned to a particular feature.

Now, in order to maximize the accuracy or certainty degree of the rule base we
shall minimize the denominator of the definition of the accuracy as mentioned in the
previous section. Hence, our objective here is to minimize the following,

f2 =
∑

k′=1,2,...,m, k′ 6=k

p∑
i=1

5∑
j=1

Zk
′

jiα
k
ji (10)

subject to

αkji = 0 or 1,
5∑
j=1

αkji = 1 for i = 1, . . . , p, j = 1, . . . , 5.

k′ 6= k indicates that we need to consider the enemy patterns and minimize the
effect of those patterns in the extraction of optimal rule.

Let us represent the vagueness of an arbitrary rule whose i-th feature contains say
j-th fuzzy antecedent for a fixed class say k-th as the following definition,

λk =

p∑
i=1

5∑
j=1

vkji, (11)
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where, vkji =− 1
Ntrain

k

∑Ntrain
k

s=1

(
µksji

(
lnµksji

)
+
(
1− µksji

) (
ln
(
1− µksji

)))
and

µksji =membership degree of the s-th pattern of the k-th class at the j-th fuzzy value
of the i-th feature. Now, at this point, our aim is also to minimize the vagueness of the
resultant rule base is,

f3 =

p∑
i=1

5∑
j=1

vkjiα
k
ji (12)

subject to

αkji = 0 or 1,
5∑
j=1

αkji = 1 for i = 1, . . . , p, j = 1, . . . , 5.

There are few other objectives that could have been taken into consideration while mak-
ing the rule-base for a classification problem for instance interpretability and relevance.

Step-IV; Formulating Multi-Objective Optimization Problem: In the previous step,
we have broadly discussed the cause of conflict of the major characteristics of a rule
base namely support or coverage and accuracy and hence the existence of the trade-off
within the corresponding objective functions f1 and f2 as constructed in the step-III.
We feel too that, a proper rule-base should bear minimum vagueness as much as pos-
sible in the antecedent part. Thus the ultimate issue boils down to the solution of the
following tri-objective optimization problem,

maximize f1 =

p∑
i=1

5∑
j=1

Zkjiα
k
ji

minimize f2 =
∑

k′=1,2,...,m, k′ 6=k

p∑
i=1

5∑
j=1

Zk
′

jiα
k
ji

minimize f3 =

p∑
i=1

5∑
j=1

vkjiα
k
ji

subject to

αkji = 0 or 1 i.e. binary variables,
5∑
j=1

αkji = 1 for i = 1, . . . , p, j = 1, . . . , 5.

We find the Pareto frontier of the above tri-objective optimization problem using
modified Ideal Cone(IC) method for the discrete decision space [38]. This method is
based on the exhaustive translation and rotation of an ideal cone throughout the de-
cision space. Geometrically a ideal cone starts moving towards a fixed direction and
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declares the point to be a Pareto solution which the cone meets first(for a minimization
problem). As the direction changes this method generates almost all the non-dominated
solutions lying on the Pareto-frontier except for a few number of additional dominated
points(due to the possible existence of knees in the decision space). To get rid of these,
we determine the original one from the shortlisted solutions manually comparing one
another and finally form the intended rule base. The formal way to pose this method is,
move θ and φ starting from 0 to π

2 with a very small step length and
minimize z
subject to

z sin θ cosφ ≥ −f1
z sin θ sinφ ≥ f2

z cos θ ≥ f3
αkji = 0 or 1 i.e. binary variables,

5∑
j=1

αkji = 1 for i = 1, . . . , p, j = 1, . . . , 5.

Each of the solutions of the above mixed integer linear programming problem cor-
responds to a representative rule for the k-th class in consideration. We repeat these
steps(I to III) for the m number of classes and store the rules together and this is the
required rule-base of the classification problem. Finally we take N test test patterns and
find the matching degree of each of these patterns with all the rules and the consequent
of the rule with highest matching degree for a test pattern is being assigned to that
unclassified patterns.

4 Algorithm

The proposed classification procedure can be put into the following algorithmic struc-
ture:
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Algorithm 1 Main Algorithm

Require: Data set X; Number of classes m; Number of attribute p; Number of cluster
c; Class size vector [si]1×m

1: Separate test data Xtest and training data Xtrain from X
2: # Representative selection
3: for class i = 1 to m do
4: Calculate the co-efficient matrix Af and Ag
5: Solve the Optimization Problem-1
6: Obtain set of rules Ri for ith class
7: end for
8: Store the rules Ri in R
9: # Accuracy test

10: for test data 1 to | Xtest | do
11: for rule 1 to size of R do
12: Find the firing degree dij of ith test data to jth rule
13: end for
14: Find k, such that dik = max{dij}
15: Assign test data xi to the class of which is represented by jth rule
16: end for

5 Numerical Result

To validate the effectiveness of the proposed algorithm, we examined it on a benchmark
data set, namely “new-thyroid.data” obtained from the UCI (University of California
at Irvine) Machine Learning Repository [35]. In the computation of accuracy, 10-fold
Cross Validation technique has been adopted. The numerical result has been shown in
following table:

Table 1: New-thyroid data and its classification
1 Number of data 215
2 Class 3
3 Feature 5
4 Division of data in classes (150,35,30)
5 Training data 193=(135,31,27)
6 Test data 22=(15,4,3)
7 Number of rules obtained (5,3,3)
8 Accuracy of the classification 86.36%
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6 Conclusion

In this paper, we have captured the Pareto-frontier of a multi-objective optimization
problem by introducing a new methodology which stands upon the rigid platform of
the optimization theory. The obtained frontier then has been employed to construct a
fuzzy rule-base which in turn demonstrated its expected performance for a benchmark
data set obtained from UCI repository. This algorithm is fast and simple but robust
in nature. In this scenario, our model should play a crucial rule in the decision making
strategy and machine learning. In future, the antecedents of the rules may be considered
as type-2 fuzzy numbers for better training flexibility. Also, many other aspects which
we left, like interpretability, relevance may be deployed as deciding factors to choose
the optimal rule base and the individual contribution of these objectives may be justified
in formulating the final rule base.
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Abstract. Multi-criteria decision making (MCDM) methods mostly rely on the
accuracy of the individual or collective judgments provided by the decision-
makers. We use the concept of Interval type-2 fuzzy numbers in MCDM as
they account for the broader range of vagueness present in the proposed data.
This paper presents a new decision-making technique using AHP and TOPSIS in
the type-2 fuzzy environment. We also execute the signed distance approach to
achieve the ranking of the alternatives, which simplifies the computational dif-
ficulty of otherwise complex type-2 fuzzy numbers. Finally, the proposed fuzzy
MCDM technique is verified using a practical example.

Mathematics Subject Classification: 60B10, .....

Keywords: AHP· TOPSIS· MCDM· Type-2 fuzzy sets· Signed distance

1 Introduction

Decision making is a crucial selection procedure which forms an integral part of various
management procedures, research analysis, financial predictions, engineering applica-
tions, etc. More often, it becomes difficult for decision-makers to choose the best solu-
tion from the seemingly equivalent alternatives of the data set. Mathematical procedures
can reduce the complexity of such situations while optimizing the solution.

The main goal of Multi-Criteria Decision Making/Analysis (MCDM/MCDA) in-
volves the selection of an alternative option for a specific objective by explicitly eval-
uating a set of criteria. Popular MCDM methods used in engineering are Analytical
Hierarchy Process (AHP), Technique for Order of Preference by Similarity to Ideal So-
lution (TOPSIS), Elimination et Choice Translation Reality (ELECTRE), Preference
ranking organization method for enrichment of evaluations (PROMETHEE), etc [17].
A comparison study on some of these methods is present in [8]. It is highly probable
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that the decision proposed by the decision-makers contains uncertainty. Thus, it is also
essential to account fuzziness in rational decision making for an adequate evaluation
of the problem. A large number of studies which made the mathematical analysis of
MCDM was carried out using the Fuzzy Set Theory [7] developed by Zadeh in 1965.

In this paper, we integrate the two most popular and highly used MCDM methods
such as AHP and TOPSIS, to form an effective decision-making technique. To account
for the imprecision and uncertainty present in the real world problems, we develop the
proposed method in Type-2 fuzzy environment, which is much more effective compared
to the type-1 fuzzy set theory. Defuzzification of type-2 fuzzy numbers usually involves
tedious calculation procedures which make its implementation inconvenient. Chen pro-
posed the signed distance method for a powerful and effective evaluation of the fuzzy
numbers [1].

The first part of this paper contains the literature review of different fuzzy MCDA
methods. The MCDA methods such as AHP and TOPSIS are briefly explained in the
next section. The fuzzy set theory is also discussed further. Later, the proposed method
of Fuzzy MCDA is presented and followed by a suitable example for verification. The
paper finally concludes with some ideas for future research and development.

2 Literature Review

The type-2 fuzzy set was proposed by Zadeh [11] in 1975 to include the more con-
siderable uncertainty and impreciseness, which slowly started to gain popularity after
two decades [12]. Later, the Interval Type-2 Fuzzy Sets (IT2FSs) turned out to be the
most commonly used type-2 fuzzy sets due to its easiness in representation and com-
putational procedures [10]. Several models and industrial applications were developed
using IT2FSs as they could handle more noisy data. A brief review of various MCDM
techniques on IT2FSs is available in [9].

Cheng and Hwan proposed fuzzy TOPSIS [16] by integrating the existing TOPSIS
method with fuzzy set theory. Later, it found valuable applications for a variety of prob-
lems such as supplier evaluation and selection in Supply Chain Management [13], pub-
lic transportation [14], robot selection [15], etc. Fuzzy AHP procedure was developed
where the pairwise comparisons and scores were estimated using fuzzy numbers. This
powerful method of mathematical simplicity is one of the widely used fuzzy MCDM
procedures.

3 Research Methodology

In this section, we will layout the procedures of TOPSIS and AHP methods and then
review some fundamentals of fuzzy set theory as a literary introduction.

3.1 Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS)

TOPSIS [2], proposed by Hwang and Yoon, is one of the most widely familiar MCDA
methods. It chooses an optimal alternative based on its proximity to a Positive Ideal
Solution (PIS) while maximizing the remoteness to the Negative Ideal Solution (NIS).
The procedure of TOPSIS is explained as follows
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1. Let there be k decision-makers, n alternatives A1, A2, ..., An which need to be
evaluated against m criteria C1, C2, ..., Cm. Each decision-maker creates a deci-
sion matrix Dn×m which contains the performance rating for each alternative with
respect to all given criteria, denoted as xij where i = 1, 2, ..., n and j = 1, 2, ...,m.


C1 C2 ··· Cm

A1 x11 x12 · · · x1m

A2 x21 x22 · · · x2m

...
...

...
...

An xm1 xm2 · · · xnm


2. The Dn×m matrices are converted into Rk = (rij)n×m by normalization. rij =

xij√Pn
i=1 x2

ij

, i = 1, 2, ..., n, j = 1, 2, ...,m

3. The evaluation criteria are given weights by the decision makers depending on their
respective level of influence. If wj(j = 1, 2, ...,m) denotes the criteria weight vec-
tor, then the weighted normalized decision matrix T = (tij)n×m = (wjrij)n×m

where i = 1, 2, ..., n.
4. Let J+ denote the set of benefit criteria (the more, the better) and similarly J−

denotes the set of negative criteria (the less, the better). Now PIS and NIS are
calculated with the best and worst level of attributes respectively.
PISi = {min(tij |i = 1, 2, ..., n)|j ∈ J−,max(tij |i = 1, 2, ..., n)|j ∈ J+}
NISi = {max(tij |i = 1, 2, ..., n)|j ∈ J−,min(tij |i = 1, 2, ..., n)|j ∈ J+}

5. The distance of each alternative from PIS and NIS is calculated.

diPIS =

√√√√ m∑
j=1

(tij − PISij)2 i = 1, 2, ..., n

diNIS =

√√√√ m∑
j=1

(tij −NISij)2 i = 1, 2, ..., n

6. Find the relative proximity of each alternative on a measure with respect to the best
alternative.

si =
diNIS

diNIS + diPIS
i = 1, 2, ..., n

It can be deduced that the i-th solution is the PIS when si = 1 or the NIS when
si = 0. The alternatives are ranked according to their si values.

3.2 Analytical Hierarchy Process (AHP)

Saaty developed AHP [6] to determine the relative importance of alternatives and cri-
teria in MCDM. It involves the construction of a hierarchy where the goal is at the top,
criteria of the problem in the intermediate levels, and the decision alternatives belongs
to the bottom. The next step is the priority setting, where the relative importance of cri-
teria at each level are determined. The pairwise comparison of elements are made on a
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linguistic scale of 1−9; 1 being equally essential and 9 being most important. A matrix
A of order m×m is built by the pairwise comparisons of m criteria.


C1 C2 ··· Cm

C1 a11 a12 · · · a1m
C2 a21 a22 · · · a2m
...

...
...

. . .
...

Cm am1 am2 · · · amm

,
where aii = 1, aij =

1
aji

for aij ̸= 0.

Normalize the comparison matrix by dividing each element by the sum of all ele-
ments in the respective column. The criteria vector w, an m × 1 vector, is determined
by averaging the entries on each row of the normalized matrix.

wj =

∑m
l=1 ājl
m

As explained in [5], the n × m matrix S of option scores is calculated where n is
the number of decision alternatives. Each element sij of S represents the score of i-th
alternative with j-th criterion. In order to achieve this, a pairwise comparison n × n
matrix B(j) is built for each criterion in the same way as before. On applying AHP
again, we obtain the score vectors s(j), j = 1, 2, ...,m and S = [s(1) s(2) ... s(m)].
Finally, the ranking is achieved by v = Sw and vi corresponds to the global score
evaluated by the AHP to the i-th alternative.

3.3 Fuzzy Set Theory

The application of traditional set theory worked well for definite and well-distinguished
situations. However, there are many cases in real life where the elements of a set are not
precisely definite or not distinguishable. The invention of the fuzzy set theory acted as
a solution to this problem. The elements of a fuzzy set possess a grade of membership
value. Reference [3] presents the following definitions for fuzzy set theory. Since the
concept of Interval fuzzy sets is used throughout this paper, some preliminary knowl-
edge regarding the same is listed as in [1].

Definition 1. Let x be an arbitrary element of a set X , then a fuzzy set Ã in X is a set
of ordered pairs:

Ã = {(x, µÃ(x))|x ∈ X}

where µÃ(x) ∈ [0, 1] is called the membership of x.

Definition 2. A type 2 fuzzy set is a fuzzy set whose membership values are type 1 fuzzy
sets on [0, 1] and is denoted as

Ã = {((x, u), µÃ(x, u))|∀x ∈ X, 0 ≤ u, µÃ(x, u) ≤ 1}
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Definition 3. Let Int([0, 1]) represent the set of all closed subintervals of [0, 1] and
X be any finite non-empty set. An Interval Type-2 Fuzzy Set (IT2FS) Ã in X is Ã =
{(x, µÃ(x))|x ∈ X} where the function µÃ : X →Int(0, 1) defines the degree of
membership of an element x to Ã such that,x → µÃ = [µ−

Ã
(x), µ+

Ã
(x)].

Definition 4. Let AL and AU represent two generalized trapezoidal fuzzy numbers.
Let hL

A and hU
A denote the heights of AL and AU respectively, where the height of a

generalized fuzzy number is between zero and one. Let aL1 , a
L
2 , a

L
3 , a

L
4 , a

U
1 , a

U
2 , a

U
3 , and

aU4 be real values. An Interval Type-2 Trapezoidal Fuzzy Number (IT2TrFN) Ã defined
on the universe of discourse X is depicted as:

A = [AL, AU ] = [(aL1 , a
L
2 , a

L
3 , a

L
4 ;h

L
A), (a

U
1 , a

U
2 , a

U
3 , a

U
4 ;h

U
A)]

where aL1 ≤ aL2 ≤ aL3 ≤ aL4 , aU1 ≤ aU2 ≤ aU3 ≤ aU4 , 0 ≤ hL
A ≤ hU

A ≤ 1, aU1 ≤
aL1 , and aL4 ≤ aU4 . Also, AL = (aL1 , a

L
2 , a

L
3 , a

L
4 ;h

L
A), A

U = (aU1 , a
U
2 , a

U
3 , a

U
4 ;h

U
A) and

AL ⊂ AU . The membership functions of AL and AU are given as follows:

AL(x) =


hL
A(x− aL1 )/(a

L
2 − aL1 ) for aL1 ≤ x ≤ aL2 ,

hL
A for aL2 ≤ x ≤ aL3 ,

hL
A(a

L
4 − x)/(aL4 − aL3 ) for aL3 ≤ x ≤ aL4 ,

0 otherwise;

AU (x) =


hU
A(x− aU1 )/(a

U
2 − aU1 ) for aU1 ≤ x ≤ aU2 ,

hU
A for aU2 ≤ x ≤ aU3 ,

hU
A(a

U
4 − x)/(aU4 − aU3 ) for aU3 ≤ x ≤ aU4 ,

0 otherwise.

The arithmetic operations on IT2TrFN can be referred from [1]. Here, we use the
concept of signed distance extended over IT2TrFNs to achieve the ranking of the alter-
natives as proposed in [1].

Definition 5. Consider an IT2TrFN ‘A’ on the universe of disclosure X and let A =
[AL, AU ] = [(aL1 , a

L
2 , a

L
3 , a

L
4 ;h

L
A), (a

U
1 , a

U
2 , a

U
3 , a

U
4 ;h

U
A)], where 0 < hL

A ≤ hU
A ≤ 1.

Let 1̃1 represents a level 1 fuzzy number corresponding to the y-axis at x = 1. The
signed distance from A to 1̃1 is defined as:

d(A, 1̃1) =
1
8 (a

L
1 + aL2 + aL3 + aL4 + 4aU1 + 2aU2 + 2aU3 + 4aU4 + 3(aU2 + aU3 − aU1 −

aU4 )
hL
A

hU
A

− 16)

4 The Proposed Method

As discussed before, the following algorithm is an efficient integration of TOPSIS and
AHP to handle uncertain environments.

1. Express the ratings of alternative Ai with respect to each criterion Cj as IT2TrFNs.
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2. Construction of Fuzzy weight vector The pairwise comparisons of criteria are made
as follows: 

C1 C2 ··· Cm

C1 a11 a12 · · · a1m
C2 a21 a22 · · · a2m
...

...
...

. . .
...

Cm am1 am2 · · · amm


where each aij is an interval type-2 fuzzy number.
Normalize the matrix by converting each entry of the above matrix as:

āij =
aij∑m
i=1 aij

Now, the criteria vector is obtained as:

w̃j =

∑m
i=1 āij
m

3. Form the decision matrix of alternatives with criteria by averaging the values given
by decision makers.

4. Determine the weighted decision matrix

T = (tij)n×m = (wjrij)n×m

for i = 1, 2, ..., n and j = 1, 2, ...,m.
5. Compute the signed distance of each IT2FN component of the weighted decision

matrix T .
d(A, 1̃1) =

1
8 (a

L
1 + aL2 + aL3 + aL4 + 4aU1 + 2aU2 + 2aU3 + 4aU4 + 3(aU2 + aU3 −

aU1 − aU4 )
hL
A

hU
A

− 16)

When 0 < hL
A = hU

A ≤ 1, use the following for faster calculation

d(A, 1̃1) =
1

8
(aL1 + aL2 + aL3 + aL4 + aU1 + 5aU2 + 5aU3 + aU4 − 16)

6. Form the matrix M = (mij)n×m of signed distance values.
7. If required, normalize the matrices M.
8. Identify A+ and A− for the matrix M

A+ = (p+1 , p
+
2 , ..., p

+
m) is the PIS.

A− = (p−1 , p
−
2 , ..., p

−
m) is the NIS.

where

p+j =

max
i

pij if pij ∈ J+

min
i

pij if pij ∈ J−

p−j =

min
i

pij if pij ∈ J+

max
i

pij if pij ∈ J−

J+ and J− are the sets of benefit and cost criteria respectively.
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9. Calculate the Euclidean distances of each Ai

d+i =

√√√√ n∑
j=1

(p+j − pij)2 i = 1, 2, ...,m

d−i =

√√√√ n∑
j=1

(p−j − pij)2 i = 1, 2, ...,m

10. The relative closeness with respect to the Positive Ideal Solution is obtained as:

ξ(Ai) =
d−i

d+i + d−i

11. Form a vector G combining the results obtained from the above step.

 ξ(M1)

G =
...

ξ(Mm)


12. Ranking of Alternatives

(a) If ξ(Mi) > ξ(Mj) =⇒ Ai > Aj

(b) If ξ(Mj) > ξ(Mi) =⇒ Aj > Ai

(c) else if ξ(Mi) = ξ(Mj) =⇒ Ai ≈ Aj

5 Case Study

We use an example of car selection [4] based on four attributes ”Safety”, ”Price”, ”Ap-
pearance”, and ”Performance” to evaluate the proposed MCDM method. Assume there
are three decision-makers D1, D2 and D3 to evaluate the cars x1, x2 and x3 based on
their given attributes. The linguistic terms and their corresponding fuzzy values are used
to form the decision matrix. Similar measures are used to evaluate the average weights
of the attributes proposed by the decision-makers.

1. Averaging the decision values given by the decision-makers in [4], we get the aver-
age decision matrix as


x1 x2 x3

Safety f̃11 f̃12 f̃13
Price f̃21 f̃22 f̃23

Appearance f̃31 f̃32 f̃33
Performance f̃41 f̃42 f̃43


where the values are given in 1.
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Table 1: Average decision matrix values

f̃ij Corresponding IT2TrFN Value
f̃11 ((0.57, 0.77, 0.77, 0.93; 1, 1), (0.67, 0.77, 0.77, 0.85; 0.9, 0.9))

f̃12 ((0.63, 0.83, 0.83, 0.97; 1, 1), (0.73, 0.83, 0.83, 0.9; 0.9, 0.9))

f̃13 ((0.7, 0.87, 0.87, 0.97; 1, 1), (0.78, 0.87, 0.87, 0.92; 0.9, 0.9))

f̃21 ((0.77, 0.93, 0.93, 1; 1, 1), (0.85, 0.93, 0.93, 0.97; 0.9, 0.9))

f̃22 ((0.7, 0.87, 0.87, 0.97; 1, 1), (0.78, 0.87, 0.87, 0.92; 0.9, 0.9))

f̃23 ((0.83, 0.97, 0.97, 1; 1, 1), (0.9, 0.97, 0.97, 0.98; 0.9, 0.9))

f̃31 ((0.77, 0.93, 0.93, 1; 1, 1), (0.85, 0.93, 0.93, 0.97; 0.9, 0.9))

f̃32 ((0.83, 0.97, 0.97, 1; 1, 1), (0.9, 0.97, 0.97, 0.98; 0.9, 0.9))

f̃33 ((0.43, 0.63, 0.63, 0.83; 1, 1), (0.53, 0.63, 0.63, 0.73; 0.9, 0.9))

f̃41 ((0.77, 0.93, 0.93, 1; 1, 1), (0.85, 0.93, 0.93, 0.97; 0.9, 0.9))

f̃42 ((0.83, 0.97, 0.97, 1; 1, 1), (0.9, 0.97, 0.97, 0.98; 0.9, 0.9))

f̃43 ((0.77, 0.93, 0.93, 1; 1, 1), (0.85, 0.93, 0.93, 0.97; 0.9, 0.9))

Table 2: Average criteria weights

w̃ij Corresponding IT2TrFN Value
w̃1 ((0.83, 0.97, 0.97, 1; 1, 1), (0.9, 0.97, 0.97, 0.98; 0.9, 0.9))
w̃2 ((0.83, 0.97, 0.97, 1; 1, 1), (0.9, 0.97, 0.97, 0.98; 0.9, 0.9))
w̃3 ((0.43, 0.63, 0.63, 0.83; 1, 1), (0.53, 0.63, 0.63, 0.73; 0.9, 0.9))
w̃4 ((0.77, 0.93, 0.93, 1; 1, 1), (0.85, 0.93, 0.93, 0.97; 0.9, 0.9))
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2. We can get the average weighting matrix W̃ by averaging the criteria weight values
proposed. Table 2 represents the elements of W̃ .

W̃ =
[Safety Price Appearance Performance

w̃1 w̃2 w̃3 w̃4

]
3. Get the weighted decision matrix as

Ỹw =


x1 x2 x3

Safety Ỹ11 Ỹ12 Ỹ13

Price Ỹ21 Ỹ22 Ỹ23

Appearance Ỹ31 Ỹ32 Ỹ33

Performance Ỹ41 Ỹ42 Ỹ43



Table 3: Weighted decision matrix values

Ỹij Corresponding IT2TrFN Value
Ỹ11 ((0.47, 0.74, 0.74, 0.93; 1), (0.6, 0.74, 0.74, 0.84; 0.9))

Ỹ12 ((0.53, 0.81, 0.81, 0.97; 1), (0.66, 0.81, 0.81, 0.89; 0.9))

Ỹ13 ((0.58, 0.84, 0.84, 0.97; 1), (0.71, 0.84, 0.84, 0.9; 0.9))

Ỹ21 ((0.64, 0.9, 0.9, 1; 1), (0.77, 0.9, 0.9, 0.95; 0.9))

Ỹ22 ((0.58, 0.84, 0.84, 0.97; 1), (0.71, 0.84, 0.84, 0.9; 0.9))

Ỹ23 ((0.69, 0.93, 0.93, 1; 1), (0.81, 0.93, 0.93, 0.97; 0.9))

Ỹ31 ((0.33, 0.59, 0.59, 0.83; 1), (0.45, 0.59, 0.59, 0.71; 0.9))

Ỹ32 ((0.36, 0.61, 0.61, 0.83; 1), (0.48, 0.61, 0.61, 0.72; 0.9))

Ỹ33 ((0.19, 0.4, 0.4, 0.69; 1), (0.28, 0.4, 0.4, 0.54; 0.9))

Ỹ41 ((0.59, 0.87, 0.87, 1; 1), (0.72, 0.87, 0.87, 0.93; 0.9))

Ỹ42 ((0.59, 0.87, 0.87, 1; 1), (0.72, 0.87, 0.87, 0.93; 0.9))

Ỹ43 ((0.64, 0.9, 0.9, 1; 1), (0.77, 0.9, 0.9, 0.95; 0.9))

4. Calculate the signed distance of each element of the above matrix.
5. Form the corresponding matrix of signed distance values as

M =


x1 x2 x3

Safety −4.2667 −3.2067 −2.7367
Price −1.8133 −2.7367 −1.3433

Appearance −6.5933 −6.2833 −9.5067
Performance −2.2900 −2.2900 −1.8133


6. Find PIS and NIS

Since the greater magnitude of signed distance (with a negative sign) implies larger
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deviation from certainty, we select the smallest magnitude for benefit criteria and
greatest magnitude for cost criteria in case of PIS. With the similar logic, NIS is
obtained.

x+ =


−2.7367
−2.7367
−6.2833
−1.8133

 x− =


−4.2667
−1.3433
−9.5067
−2.2900


7. Calculate the euclidean distances of each alternative from PIS and NIS.

d+1 = 1.8753 d−1 = 2.9511
d+2 = 0.6694 d−2 = 3.6682
d+3 = 3.5117 d−3 = 1.6025

8. The relative closeness with respect to the PIS are:
ξ(x1) = 0.6114
ξ(x2) = 0.8457
ξ(x3) = 0.3133

9. Thus the order of preference of alternatives is x2 > x1 > x3.

Since the relative closeness of all the alternatives are different, a clear alternative rank-
ing is achieved with respect to the given criteria set.

6 Conclusion

In this paper, we discussed the basic concepts of Multi-criteria decision making pro-
cedures and Fuzzy set theory with more focus on Interval type-2 fuzzy sets. It was
observed that type-2 fuzzy membership associates with more real situations compared
to type-1 fuzzy set and its membership. Thus, we have integrated the fuzzy TOPSIS
method in decision making, with the fuzzy AHP method implemented for weight factor
evaluation. The proposed method has been developed in a type-2 fuzzy environment
using trapezoidal fuzzy numbers, and the alternatives are then ranked using the signed
distance approach. The method has been verified by using an example from the existing
literature. The proposed method gives a powerful method of classifying the alternatives,
with highly valuable computational simplicity. The next course of action is to conduct
a detailed sensitivity analysis to improvise the method for large problems.
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Abstract. Breast cancer is the leading cancer in women, both in developed and
developing countries. The survival rate is more in developed countries compared
to the developing countries. Breast cancer is a malignant tumour that develops in
breast tissues. The cancer cells start from breast ducts and spread to lymph nodes,
and in course of time spreads to different parts of the body. The biologist have
attributed the cause of cancer to the imbalance of Estrogen Receptors(ER) , pro-
gesterone receptors(PR) and human epidermal growth factor receptor(HER). The
aim of this manuscript is to evaluate the Interaction Pattern of Estrogen Recep-
tor alpha and beta with available drugs for Breast Cancer through computational
analysis. The protein samples with RCSB code 5W9C And 2FSZ were considered
as a template for Estrogen Receptor alpha and beta respectively. The interaction
study was carried out with commercially available 30 drugs with theses receptors
using CDOCKER tool of Discovery Studio 4.1. Doxorubicin Hydrochloride and
Lapatinib Ditosylate showed maximum energy among 30 molecules and reported
as 54.02 KJ/ and 54.76 KJ/ for ER alpha and ER beta respectively. It is suggested
that Doxorubicin Hydrochloride and Lapatinib Ditosylate may be the best blocker
for breast cancer disease.

Mathematics Subject Classification: 92C75, 97M60, 92B05, 62P10

Keywords: Breast Cancer · Estrojen Receptor · Molecular Docking · CDOCKER.

1 Introduction

Breast cancer is the leading cancer in Women all over the world. The mutation in DNA
of the breast cell is the main cause of the Breast Cancer. Some cases of breast can-
cer inherited genetically, others are caused by unhealthy life styles and environmental
pollution. Breast cancer can be cate- gorised in five types depending on the molecular
subtype signatures: Luminal A, Luminal B, Normal Like, Basal Like and ERBB2[2].
Among the different types of breast cancer, Human Epidermal Growth Factor Recep-
tor (HER) and Estrogen receptor(ER) plays a major role. Most of the breast cancer
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cases are ER-positive in women today[1]. Breast cancer exhibit different behavioural
and pathological features; hence the treatment needs to be specific. The motivation to
write this paper is based on the fact that approximately 85% breast cancer is caused by
over expression of ER.

About 5 to 10% Breast cancer cases are attributed to genetic inheritance from the
person’s parents including BRCA1 and BRCA2 mutations. The survival rates for breast
cancer depends on the type and extent of mutation and age of the patient. Survival in the
developed nations, are higher compared to the developing countries[3][4][5]. The de-
veloped countries have better medical diagnosis facilities and there is awareness among
the general population; The survival rate in the developing countries is is poor due to
the lack of awareness and adequate medical facilities among the wide population [6].
The first perceptible sign of breast cancer include a lump in the breast, that feels differ-
ent from the rest of the breast tissue. In the later stages, the breast cancer cases become
metastatic and the cancer cells spread to bone, liver, lung and brain[7]. Thus in general
cases breast cancer is manifested via symptoms of other disease such as Bone or joint
pains, jaundice, unexplained weight loss or neurological symptoms when it becomes
metastatic. It has been observed that smoking tobacco appears to elevate the risk of
breast cancer, with direct proportions to the amount smoked and inversely proportional
to the age at which smoking began[8]. The breast cancer for long-time chain smokers
ticks at an increased rate of 35% to 50. In the women the use of hormonal birth control I
also related to the development of premenopausal breast cancer[9][10] . There are many
diet related factors that affect the possible endocrine disorder. The amount of alcohol
intake [11] plays a role in endocrine malfunctioning. Obesity is another major risk fac-
tor [12] for breast cancer. The risk increases by 7% with a unit of alcohol, and as the
intake intake increases, the risk increases in linear fashion[11]. Section 2 emphasizes
on the relation between Estrogen and Breast Cancer. Section 3 introduces the concept
of Molecular docking. Section 4 presents the data and processing of the protein and
ligands. Section 5 concludes with a discussion.

2 Estrogen Receptor and Breast Cancer

We know that ovaries produce the estrogen which affects normal growth of our body
and its effect is mostly discussed as a promoter of sexual characteristics of a human
being. Estrogen plays an important role in growth and development of sexual organs of
female. Estrogen plays a major role to regulate the menstrual cycle and reproduction.
Estrogen interacts with the receptors, estrogen receptor ER and ER and modulate the
gene expression of elements in the promoter region resulting in the biological effects
of estrogen. Breast cancers can be ER positive or ER negative. ER positive cancer have
higher survival rate than ER negative [13]. Around 85% of sub types of Breast Cancer
are breast Cancer positive , hence estrogen play a major role in promoting the propa-
gation of both the normal and the neoplastic breast epithelium. The relation between
dose of estrogen and duration of exposure is a factor in breast cancer risk. The women
experiencing early menarche and late menopause are at a greater risk to suffer by breast
cancer, whereas the women having late menarche and early menopause suffer with less
risk of breast cancer. With the increasing age, the production of estrogen in the ovaries
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decreases and increase the risk of breast cancer [14][15][16]. The biological activities
such as not having child, having late child and breast feeding patterns are also asso-
ciated with the risk of breast cancer [17]. The study of estrogen and other hormones
during the pregnancy and breast feeding gives us very useful insights into the relation
of the estrogen production and risk of breast cancer. The very high release of estro-
gen and progesterone during pregnancy reduces the risk of breast cancer in long term
by promoting growth of the mammary epithelium differentiation of epithelial [18][19].
Thus each birth reduces the risk of breast cancer[20][21]. The breast cancer risk vary
with the estrogen receptor level of an individuals[22][23]. Estrogen Receptor levels vary
with age, menopausal status and race [24][25]. The balance between ER and ER recep-
tor determine the acceptability of estrogen by breast tissue.Generally ER has a lower
affinity for estrogen but it may affect the sensitivity of ER to estrogen [26].

3 Molecular Docking

Molecular docking is a computational tool to predict possibilities of complex formation
between two molecules, it might be protein-protein or protein-ligand. Molecular Dock-
ing considers the chemical structure of the combining molecules and compare all the
possible orientation of molecules that could bind to each other. Docking aims to classify
appropriate poses of ligands in the binding pocket of a protein and predict interaction
energy around those poses. The strength of the association or binding affinity between
two molecules is predicted using scoring functions. Docking is most frequently used
tool for in-silico prediction of the successful binding of two molecules. Pharmaceuti-
cal research has benefited a lot by the molecular docking technologies. The orientation
of drug candidates can be easily tested to interact with their target protein in order to
predict the affinity and activity of the small molecule before in-vitro testing. There are
numerous possible poses of interaction for a protein structure, every pose is accessed
for interaction with the other molecule and the pose with the lowest energy score is
predicted as best match . Since the revolutionary Kuntz et.al. [27] substantial advance-
ment has been made in research of molecular docking to aggravate the computational
speed and accuracy. The protein-ligand docking has seen major developments because
of its economic and social impact on the research techniques compared to the in vitro re-
search for structure-based drug design [28][29] A protein-ligand algorithm works in two
stages: sampling and scoring. Sampling refers to the searching of the ligand binding ori-
entations near binding pockets of a protein. Scoring is the prediction of the interaction/
binding energy of the ligand for various poses in the binding orientations pocket em-
ploying empirical energy function[30]. The scoring functions can be grouped into three
category: force field, empirical, and knowledge-based scoring. CDOCKER tool of Dis-
covery studio has been used for present study. CDOCKER is a CHARMM (Chemistry
at HARvard Macromolecular Mechanics)-based docking algorithm gives highly accu-
rate docked poses. CHARMM is built on a conventional molecular mechanics force
field algorithm[31].
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4 Material and Method

4.1 Simulation Environment

All simulations were performed on Dell Precision M4800 workstation having Intel®
Core (TM) i7-4910MQ, Quad Core, 2.90 GHz, 3.90 GHz Turbo, 8MB cache, with HD
Graphics 4600, Mobile Intel® QM87 Chipset, 16 GB RAM operating on 64-bit oper-
ating system.The Docking procedure was carried using CDOCKER tool of Discovery
Studio 4.1.

4.2 Selection of Drug structure for docking

The pdb structures of the Estrogen receptors were downloaded from the RCSb web-
site. The resolution and R-free value of the crystallographic structure was considered
as a deciding factor to select the template for docking study. Among the 258 ER alpha
structures available, we have chosen the one with the highest resolution for our study.
The list of 55 breast cancer drugs was collected from the cancer website [cancer web-
site reference] . The 3 Dimensional structures of the drugs were downloaded from the
pubchem website. Among the list of the drugs available,9 compounds were found to act
upon the same constituent compound. The 3 dimensional Conformer generation for 12
drugs could not be possible in pubchem since they had too many atoms. The details of
7 drug compumnds was not available in the puchem database. The conformation of 24
distinct drug molecules could be downloaded from puchem database, rest were either
redundant chemicals or could not be downloaded since the 3D structure could not be
found in the pubchem website.

4.3 Selection of Drug structure for docking

For Estrogen Alpha 5W9C structure and for Estrogen Beta 2FSZ was opened in Dis-
covery studio 4.1. The water, hetam and ligand groups were removed. Polar hydrogen
was added to the molecule to balance the charge. Valence electron was added to the
molecule to simulate the natural environment. There were 4 chains in the crystallo-
graphic structure of 5W9C: A, B, C and D The structure of 2FSZ contained 2 chains: A
and B. The redundant chains were removed and only A chain was kept for docking in
both the structures. ER alpha protein fetched 45 binding sites after applying the binding
site prediction algorithm. ER beta fetched 15 sites for docking. The biggest pocket with
radius 9.4 Å was chosen for ER alpha and pocket with radius 16.1 Å. Was chosen for
2FSZ. One by one, 24 every available ligand was docked using CDOCKER algorithm.

5 Result

The docking results of the protein and the ligands were very positive. All the 24 drug
templates showed high interaction energy when docking to the ER and ER candi-
dates.There was not a major difference in binding energy in most of the cases. The
difference between the docking energy of ER and ER with the 24 drug samples varied
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by and amount of 5KCal/mol. Doxorubicin Hydrochloride reports highest CDOCKER
Energy (54.02 K.Cal.) with ER , Lapatinib Ditosylate shows highest CDOCKER En-
ergy (54.76 K.Cal.) with ER . The binding energy of the ER and ER with the drug
templates is shown in Fig 1.

S.No. Breast Cancer Drug CDOCKER Energy with 5W9C CDOCKER Energy with 2FSZ
1 Fluorouracil Injection 10.66 15.8
2 Thiotepa 26.056 20.09
3 Gemcitabine Hydrochloride 26.77 27.07
4 Exemestane 27.032 29.138
5 Cyclophosphamide 28.695 23.288
6 Aredia (Pamidronate Disodium) 30.489 26.132
7 Femara (Letrozole) 30.59 24.57
8 Letrozole 30.593 24.57
9 Anastrozole 32.82 30.03

10 Fulvestrant 37.003 49.22
11 Faslodex (Fulvestrant) 37.006 49.22
12 Fareston (Toremifene) 37.56 37.52
13 Lynparza (Olaparib) 38.469 44.132
14 Trastuzumab 38.789 33.71
15 Xeloda (Capecitabine) 38.79 43.56
16 Megestrol Acetate 38.864 34.8
17 Lapatinib Ditosylate 42.291 54.76
18 Ixabepilone 42.559 47.48
19 Ibrance (Palbociclib) 45.535 43.51
20 Verzenio (Abemaciclib) 46.483 48.3
21 Trexall (Methotrexate) 48.199 50.07
22 Kisqali (Ribociclib) 48.733 45.35
23 Ellence (Epirubicin Hydrochloride) 51.548 51.22
24 Doxorubicin Hydrochloride 54.02 53.24

Table 1: Binding Energy of ER and ER with various breast cancer drugs

It was observed that 7 Hydrojen bond and 8 hydrophobic bonds were involved
in bonding of ER with Doxorubicin Hydrochloride . The amino acid involved in the
binding were ARG394, GLU353, ASN532, VAL533, MET343, THR347, MET421,
LEU346, ALA350, LEU387, LEU391, ALA350 and LEU525 as shown in table 2.

S. No Name Distance Category Type
1 A:ARG394:HH22 - A:OHT601:O4 2.05932 Hydrogen Bond Conventional Hydrogen Bond
2 A:OHT601:H1 - A:GLU353:OE2 1.80813 Hydrogen Bond Conventional Hydrogen Bond
3 A:OHT601:H23 - A:VAL533:O 2.43039 Hydrogen Bond Carbon Hydrogen Bond
4 A:OHT601:H24 - A:ASN532:O 2.44379 Hydrogen Bond Carbon Hydrogen Bond
5 A:OHT601:H26 - A:ASN532:O 2.57131 Hydrogen Bond Carbon Hydrogen Bond
6 A:OHT601:H26 - A:VAL533:O 1.53184 Hydrogen Bond Carbon Hydrogen Bond
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7 A:OHT601:H28 - A:VAL533:O 2.47115 Hydrogen Bond Carbon Hydrogen Bond
8 A:MET343:SD - A:OHT601 5.82032 Other Pi-Sulfur
9 A:LEU346:C,O;THR347:N - A:OHT601 4.43128 Hydrophobic Amide-Pi Stacked

10 A:OHT601 - A:MET421 5.11026 Hydrophobic Pi-Alkyl
11 A:OHT601 - A:LEU346 5.43238 Hydrophobic Pi-Alkyl
12 A:OHT601 - A:ALA350 4.54716 Hydrophobic Pi-Alkyl
13 A:OHT601 - A:LEU387 4.66688 Hydrophobic Pi-Alkyl
14 A:OHT601 - A:LEU391 5.46062 Hydrophobic Pi-Alkyl
15 A:OHT601 - A:ALA350 3.84301 Hydrophobic Pi-Alkyl
16 A:OHT601 - A:LEU525 5.24319 Hydrophobic Pi-Alkyl

Table 2: Types of bond between ER and Doxorubicin Hydrochloride

2 hydrogen bond and 8 hydrophobic bonds were involved in the bond formation
between ER sample and Lapatinib Ditosylate . The amino acid involved in the binding
were ASP303, PHE356, ILE376, LEU476, ALA302, LEU339, LEU343 and ALA302
as shown in table 3.

S. No Name Distance Category Type
1 A:OHT101:H19 - A:ASP303:OD1 3.02855 Hydrogen Bond Carbon Hydrogen Bond
2 A:OHT101:H23 - A:ASP303:OD2 2.64418 Hydrogen Bond Carbon Hydrogen Bond
3 A:PHE356 - A:OHT101 5.21964 Hydrophobic Pi-Pi T-shaped
4 A:OHT101 - A:ILE376 5.3386 Hydrophobic Pi-Alkyl
5 A:OHT101 - A:LEU476 5.32394 Hydrophobic Pi-Alkyl
6 A:OHT101 - A:ALA302 4.63397 Hydrophobic Pi-Alkyl
7 A:OHT101 - A:LEU339 4.72706 Hydrophobic Pi-Alkyl
8 A:OHT101 - A:LEU343 5.12577 Hydrophobic Pi-Alkyl
9 A:OHT101 - A:ALA302 3.88815 Hydrophobic Pi-Alkyl
10 A:OHT101 - A:LEU476 4.95293 Hydrophobic Pi-Alkyl

Table 3: Types of bond between ER and Lapatinib Ditosylate

Fig 1a and 1b shows the binding poses of the ER with Doxorubicin Hydrochloride
and ER with Lapatinib Ditosylate

6 Conclusion

Estrogen plays an important role in the metabolism of women. The physical and sex-
ual development of women body is also dependent on the secretion of Estrogen. On
the contrary the overexpresion of Ertrogen receptor has been observed in early stages
of breast cancer. It has been reported that some specific ERalpha gene promoter are
found to be responsible for increased transcription of the gene.The study of the func-
tion and working of Estrogen receptor is very important for development of new diag-
nosis and medication techniques for prevention of breast cancer. Molecular Docking is
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Fig. 1: 1a.Binding Pose of ER and Doxorubicin Hydrochloride, 1b. Binding Pose of ER
and Lapatinib Ditosylate

very promising technique for providing insights into the functioning of the protein gene
mechanism. It provides the fast and cost effective approach to make an approximation
about the binding patterns of different macromolecules. Finally, the present study has
suggested that the estrogen receptor alpha and beta both play a crucial role in the breast
cancer. Later molecular dynamics studies should be performed to access the stability
of the compounds formed after docking. Further studies are needed to solve the riddle
of Estrogen receptor and Breast cancer association. Further elucidation of the estrogen
dependent cancer will be very beneficial for clinical assessment of the responses to the
endocrine therapy for cancer.
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Abstract. This paper exhibits the feasibility of a simple and efficient ECG cum heart rate 

measurement system using ATmega16 microcontroller. A low cost and portable device is proposed to 

measure the heart rate and ECG signal using 3 lead electrodes. The proposed device incorporates an 

improved algorithm which minimizes the data transmission time between microcontroller and PC with 

better synchronization. The output signal from instrumentation amplifier is suppressed using an active 

low pass filter, which is then applied to the A/D converter port of ATmega16 microcontroller for pre 

and post processing with the help of python based software module. 
 

Keywords:  Feasibility, ECG, AT-Mega16, AD8232, RS-232  

 

1   INTRODUCTION  

   The heart rate of a body describes the health condition of the human body. With the help of 

heart rate, it is possible to recognize whether the health condition is proper or poor. There are 

many ways to detect the ECG signal available in biomedical science but in this paper, the 

main objective is to design a microcontroller based biomedical instrument having better 

synchronization with the host device using Atmega16 microcontroller. In [1], a PIC18F4550 

microcontroller based ECG & measurement system was proposed. After the signal 

conditioning stage, the output is applied to microcontroller & viewed in CRO & PC. Articles 

[2-4] depict several other microcontrollers and/or Arduino based ECG signal detection 

systems which utilize some other host device such as PC or android based cell phone for post-

processing of the ECG data. In [5], the accuracy between two microcontrollers based 

embedded R wave detection methods for heart rate variability analysis is compared. [6] Is a 

computer-based heart rate monitoring system where the signal is collected from the fingertip 

and applied to an IR sensor for eliminating noise using an active low pass filter. The 

processed signal is displayed using a computer through the audio jack. [7] is a heart rate 

monitoring system where two stages of active low pass filter are used for responding during 

emergencies via Bluetooth and cellular communication. The article [8] presents a portable 

wireless ECG monitoring terminal for using in the mobile application in a personal healthcare 

scenario which can detect real-time signals. [9] Depicts an Atmel 89C51 microcontroller 

based real-time heart rate measurement from the ECG signal. In the article [10], an ECG 

bedside monitor based on STC89C52RC microcontroller is proposed which is integrated with 

the functions of sampling, analysis, storage, displaying and transmitting of the ECG signal. 

 

     Although a huge amount of research work is done for the implementation of low-cost ECG 

and heart rate estimation system in the past decade, most of the low-cost devices transmit data 

7369



in real time using RS-232 port of microcontroller to the host device (PC or mobile) for post-

processing and further analysis. The baud rate of   RS-232 varies from 9600 bps (bits per 

second) to 115200 bps, where the error rate increases with the increase of baud rate. This 

problem is not treated by most of the works. In this paper, an improved algorithm is proposed 

which uses an adaptive data array in RS-232 data chunk, thereby reducing the overall time of 

data transmission. This method results in better accuracy of the received signal. The proposed 

algorithm is simulated in Proteus circuit simulator and implemented using the Atmega16 

microcontroller board and AD8232 instrumentation amplifier.   

 

 

 

2  CONVENTIONAL METHOD 

 

     A conventional 3 lead-based ECG measurement system is shown in Fig.1. The amplitude 

of an ECG signal lies in between 0.4 mV to 1.2 mV. Fig.2 and Fig. 3 depict a clean ECG 

(PQRST) and a noisy ECG signal. The added 50 Hz power line noise from the noisy ECG 

signal of Fig. 3 must be filtered out before final analysis. 

 

 
 

Fig. 1. 3 lead ECG signal acquisition method 

 

 

 
Fig. 2. A normal ECG signal 

 

 

 
 

Fig. 3. ECG signal added with 50Hz power line noise 
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The system mentioned above is implemented in hardware using AD8232 based 

instrumentation amplifier and AT-Mega16 developer board which is depicted in Fig.4. The 

AD8232 module contains a specialized instrumentation amplifier (IA), an operational 

amplifier (A1), a right leg drive amplifier (A2), and a mid-supply reference buffer (A3) circuit 

to provide clean ECG analog output [11]. A two pole highpass filter in AD8232 IC is used to 

eliminate the motion artifacts whereas a three-pole low-pass filter is utilized to remove 

additional noise from the ECG signal. Fig. 5(b) depicts the digital oscilloscope output of the 

AD8232 module, which is obtained from a test person. It is evident from Fig. 5(b) that the 

extent of ECG signal loss due to filtering of power line noise is minimal and can be neglected. 

The detailed working of the AD8232 instrumentation amplifier along with the circuit diagram 

of the amplifier module can be found from its technical datasheet [11].  
 

 
 

Fig. 4. Photograph of the hardware module 

 

 

 
 

Fig. 5 (a) AD8232 module; (b) ECG signal in the DSO from AD8232 output 

 

 

The amplified output from the AD8232 module is applied to the AT-Mega16 A/D converter 

channel-0 for further processing. The heartbeat rate per minute is easily detected by counting 

the number of peaks in the signal for the one-minute duration. This is realized by using the 

timer counter overflow interrupt of AT-Mega16, where the numbers of peaks are displayed in 

the overflow interrupt service routine which is triggered after one minute.     
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3  PROPOSED METHOD 

 

The main problem in the conventional method arises in the post-processing stage when the 

A/D converter readings are serially transmitted to PC in real time by RS-232 port of AT-

Mega16. This can be understood by observing the real-time plot obtained using Python 

software, which is shown in Fig. 6. From Fig.6 it can easily be predicted that some 

synchronization problem is present in this method.   

  

                                           
 

            Fig. 6. ECG signal plotted in Python software 

 

The minimum sampling frequency of the AT-Mega16 ADC should be at least 60 Hz as the 

useful component of ECG signal lies in between 0 – 30 Hz. In this work, the ADC sampling 

frequency is approximately set to 9.61 KHz with a 16 MHz crystal oscillator. The maximum 

supported RS-232 baud rate of AT-Mega 16 is about 115200 bps. The number of bits in a 

particular reading affects its transmission time and the increase of bits in that reading may 

result in missing of data at the host device due to comparatively higher ADC conversion rate 

of AT-Mega16. The above effect can also be observed from Fig. 6. 

 

The transmission time, 
s

t of a sample can be found as: 

nS

s

rr

b
t

b
            (1) 

Where, 
nS

b  is the number of bits representing the sample and 
rr

b  is the baud rate in bps.  

 

The problem mentioned above is treated in this work. Fig.7 shows a typical RS-232 data 

frame. It incorporates a start bit, stop bit, a parity bit and a data chunk of 5 to 9 bit. In this 

work, the data bytes are sent in ASCII mode, which is of 7-bit size. Therefore, the total data 

frame is of 10-bit size.   
 

                      
 

Fig. 7. A typical RS-232 frame 
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The A/D converter of AT-Mega16 is of 10-bit size which provides the readings in the range 

of 0 to 1023 respectively. In the conventional method, this data is usually scaled down by a 

constant number to decrease its size which can be easily sent to the host device. However, the 

fixed scaling coefficient in the above method results in samples of the same size as shown in 

equation (1) for each reading of the ADC channel which requires to be transmitted by the 

serial port.   

 

   In the currently proposed method, the data type of the variable which is used to transmit the 

ADC reading is changed for every reading. For example, if zero voltage appears in the ADC 

reading, only a single bit is sent to the serial port as a sample. Likewise, for smaller readings, 

less number of bits are used and for larger readings, more bits are used. The transmission 

time, 
var_ s

t  of a sample of variable bit size var_
nS

b can be found as: 

var_

var_
nS

s

rr

b
t

b
      (2) 

It is clearly evident from equation (2) that the transmission time of a particular sample can be 

fairly reduced by reducing the number of bits in a particular sample. This is achieved by using 

unsigned char data size selection library components (uint2_t, uint4_t, uint8_t, uint16_t, etc.) 

of WinAVR GNU-GCC compiler. The received ECG signal in Python software with the 

currently proposed method is depicted in Fig.8 which clearly shows the betterment of signal 

reception in the host device compared to the conventional method. 

 

 

 

Fig. 8. Improved ECG signal plotted in Python software 

 

 

4  CONCLUSION 

In this work, the feasibility of a simple and efficient ECG cum heart rate measurement 

system using an ATmega16 microcontroller and AD8232 instrumentation amplifier is 

studied. A low cost and portable device with an improved algorithm is also proposed 

here to measure the ECG and heart rate of a human being using a microcontroller and 

PC based 3-lead ECG acquisition method.  
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Abstract. Graph diffusion is of particular interest in the field of network analy-
sis. Heat kernel is a graph diffusion technique which finds its origin in physics.
The expression used for heat propagation in a network is the solution of the pop-
ular heat equation and it has been modified in the lines of PageRank diffusion.
It finds its usage in community detection, with the flow of heat starting from a
seed node. The expression to be evaluated eventually is a Taylor series with the
practical constraint of summing up to infinite terms. The most practical way to
solve this problem is to use a Taylor polynomial of N terms which acts as an
approximation for the above. Our work determines the value of N for a given t,
such that the error in approximation does not exceed a certain ε. This work aims
to find an alternative to an existing formula for determining the value of N .

Keywords: Graph kernels · Graph Diffusion · Taylor series · Community detec-
tion · Graph theory

1 Introduction

Kernels are functions in discrete mathematics that compare two inputs. In network sci-
ence, kernels are used to compare two graphs given as input and are known as graph
kernels[1][2][3]. Kernels are not just used to compare graphs but also to throw light on
comparison of nodes [4]. The graph kernel chosen in this case is Heat Kernel. From
mathematical point of view, the solution for the heat equation is the heat kernel. In the
field of mathematical physics it is used for spectrum analysis of laplacian operaters.
Heat kernel as the name suggests deals with the evoulution of temperature in a region
bounded by fixed temperature. It begins with a particular quantity of heat at time t=0
and tracks how the heat flows at every instance of time. Note that the parameter t used
in the rest of paper is not time but a parameter of heat kernel. In terms of network sci-
ence diffusion is flow of some material from one node to the neighboring nodes. In [5],
the authors provide an estimate of diffusion using Monte Carlo method. The beginning
nodes are known as seeds. The seeds are assumed to possess some material, which the-
oretically is some value or weight which represents the heat in our case. The process of
diffusion finds its application in the field of community detection. The heat diffusion if
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calculated in the nearby nodes of the seed node helps in identifying communities near
the seed node. Many algorithms have been devised to implement the above process. The
use of such algorithms is to detect communities by determining the flow of heat from
the seed nodes. The algorithm in context solves a linear system resulting in a matrix
exponential. The whole process is inspired by personalized PageRank diffusion. In [6]
a study of communities resulting out of personalized PageRank diffusion is studied. It
can be seen that the heat kernel process of community detection performs much better
than PageRank.

2 Background

Diffusion has been well studied by Chung et al [7].They came up with a Cheeger in-
equality in the process of estimating the expression for heat diffusion. To begin with, it
is essential to define notations to be used. G(V,E) is a simple undirected graph, where
the number of vertices is given by the cardinality of the set of vertices, n = |V |. Each
vertex has numeric identity, from 1 to n. For each vertex v ∈ V , the degree of v is
represented by dv . The adjacency matrix of G is given by A. D represents the diagonal
degree matrix, where every diagonal element di represents the degree of the vertex i.
The object of main interest is the random walk transition matrix R. The definition as
given in [8] is as follows,

R = (D−1A)T = AD−1 (1)

Equation (1) can be understood from the properties of tranposition of matrices. (D−1A)T =

ATD−1
T

. Since both the matrices are symmetric. AT = A andD−1
T

= D−1. si is the
seed vector with 1 at i-th position and s is the vector of all ones.

2.1 Conductance

Conductance measure to detect communities is a popular approach[9][10][11]. Volume
of a subset SV , SV ⊂ V is given by :-

vol(SV ) =
∑
i∈SV

di (2)

δ(SV ) represents is the edge-boundary. The edge-boundary is the set of all vertices that
are adjacent to a vertex in S but are not an element of S. By adjacent it is meant that
there is an edge between the two vertices. Mathematically,

δ(SV ) = {u ∈ V − SV |(u, v) ∈ E, v ∈ SV } (3)

Thus conductance of a set SV is given by :-

φ(SV ) =
|δ(SV )|

min(SV , V − SV )
(4)

The conductance φ(SV ) represents the probability with which a one hop random walk
which started randomly from within SV will land outside of SV .
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2.2 Identifying communities through conductance by diffusion

Graph diffusion can be expressed as following :-

C =

∞∑
n=0

αnR
ns (5)

∑
αn = 1. In the present context, the diffusion from single nodes is considered. There-

fore in this case s = si. s is the beginning point of heat/material flow from the seed
node to its neighbors. Since s is a stochastic vector, s is also written as

∑
i∈SV

si/|SV |.
If the diffusion C, is known for a seed, it is possible to detect community around the
seed node.

2.3 PageRank diffusion

For personalized Pagerank diffusion, Equation (5) is modified slightly. For α ∈ (0, 1),

P = (1− α)
∞∑

n=0

αnR
ns (6)

2.4 Heat Kernel diffusion

The equation for heat kernel diffusion comes with some modifications in Equation (6).
αn is replaced with tn

n!

H = e−t(

∞∑
n=0

tn

n!
Rn)s = exp{−t(I −R)}s (7)

Comparing αn and tn

n! growth rates shows that tn

n! decays faster than αn. Finding h
involves evaluating Equation (7) which is an exponential matrix expression,Higham
[12]. Evaluation of matrix exponential is an active area of research [13]. Some of the
recent works in this field includes [14][15][16].This process requires dividing by the
degree of each node of the graph in the end. That is we are trying to find X ≈ H such
that,

‖D−1exp{−t(I −R)}s−D−1X‖∞ < ε

Applying the standard properties of matrix exponential, the following can be easily
obtained

exp{−t(I −R)} = e−tetR

Multiplying throughout et, the scaled equation is as following

‖D−1etRs− Y ‖∞ < e−tε
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2.5 Taylor polynomial of degree-N

The Taylor series expansion of exptR is given by

∞∑
n=0

tn

n!
Rn ≈

N∑
n=0

tn

n!
Rn = TN (tR)

The task here is to calculate exp(tR)s, where t, P, s are all non-negative. Practically
evaluating the above equation is not possible. Hence the Taylor series is approximated
till N terms, giving rise to a N -degree Taylor polynomial.

2.6 Existing derivation for N

N is chosen such that

‖D−1exp{−t(I −R)}s−D−1TN (tR)s‖∞ < ε/2

TN (tR)s ≈ Y is calculated. And the resulting inequality is

‖D−1TN (tR)s−D−1Y ‖∞ < ε/2

Now applying triangle inequality,

‖D−1exp{−t(I −R)}s−D−1Y ‖∞ < ε

which is equal to the original estimation made. From the properties of matrix it can be
noted that,

F (x)

D
= F (x)D−1 = D−1F (x)

Therefore,

‖D−1exp{tR}s−D−1TN (tR)s‖∞ =

‖exp{tRT }D−1s− TN (tRT )D−1s‖∞

Also,

‖exp{tRT }D−1s− TN (tRT )D−1s‖∞ <

‖exp{tRT } − TN (tRT )‖∞‖D−1s‖∞

Since s is a stochastic vector and ‖D−1‖∞ < 1, ‖D−1s‖∞ < 1

From the proofs on approximation of Taylor series in [17], it is concluded that,

‖tRT ‖N+1
∞

(N + 1)!

(N + 2)

(N + 2− t)
<

tN+1

(N + 1)!

(N + 2)

(N + 2− t)
< ε/2
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3 Objective

Since for a given dataset D and A are constant,it can be easily inferred that RT is
constant. So the objective is to estimate the value of N for different values of t.

4 Methodology

Taylor’s theorem and Lagrange’s remainder theorem provide a different insight for es-
timating the value of N by helping in choosing t.

4.1 Taylor’s theorem(Lagrange’s remainder form)

F (t)− TN (t) =
FN+1(z)tN+1

(N + 1)!
(8)

z lies in the domain of t and is chosen in such a way that FN+1(z) is maximum. In the
present context F (t) = eR

T t and t is taken to be in the range of 1 to 20. In this case,
z is between 0 and t always. Please note, in this case the taylor polynomial is centred
around 0.

4.2 Chebyshev’s distance, L∞ norm

‖.‖∞ has been used throughout this paper while calculating the error in approximation
of the Taylor series. For the proposed methodology, the following definition is of major
importance.

‖A‖∞ = max
i

n∑
j=0

|aij | (9)

A is any square matrix. It is clear from the expression that ‖A‖∞ evaluates to the
maximum of all rowsums of matrix A.

4.3 Proposed derivation for N

‖f(t)− TN (t)‖∞ = max
i

n∑
j=0

|f(t)− TN (t)|

‖exp{tRT }D−1s− TN (tRT )D−1s‖∞ <

‖exp{tRT } − TN (tRT )‖∞

From now on,F (t) = eR
T t.

From Taylor’s theorem, Equation (8),

‖F (t)− TN (t)‖∞ = ‖F
N+1(z)tN+1

(N + 1)!
‖∞ (10)
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FN+1(z) = F (z)RTN+1

Substituting the above in Equation (10)

‖F (t)− TN (t)‖∞ = ‖F (z)R
TN+1

tN+1

(N + 1)!
‖∞ (11)

According to properties of norms on matrix,‖Ak‖ = ‖A‖k, ‖AB‖ < ‖A‖‖B‖

Applying these properties in Inequality (11),

‖F (z)R
TN+1

tN+1

(N + 1)!
‖∞ < ‖F (z)‖∞‖RTN+1

‖∞
tN+1

(N + 1)!
(12)

‖RTk‖∞ is seen to be equal to 1.

Therefore,

‖F (z)‖∞‖RTN+1

‖∞
tN+1

(N + 1)!
= ‖F (z)‖∞

tN+1

(N + 1)!
(13)

Substituting the value of F (z) and using ‖A+B‖ < ‖A‖+ ‖B‖ in Inequality (13),

‖F (z)‖∞
tN+1

(N + 1)!
< (1 +

‖RT ‖∞z
1!

+
‖RT 2‖∞z2

2!
...)

tN+1

(N + 1)!

= (1 +
z

1!
+
z2

2!
...)

tN+1

(N + 1)!

Since

ez = 1 +
z

1!
+
z2

2!
+
z3

3!
...

From Inequality (11),(12),(13),

‖F (t)− TN (t)‖∞ < ez
tN+1

(N + 1)!
< ε/2 (14)

5 Experimentation and Results

The experiments were performed on Intel Core-i3, 2.00GHz× 4 (64 bit), Ubuntu 14.04
LTS. The experiments were implemented in python(2.7.6) using igraph library [18].
The RT = D−1A, transpose of R was raised to the power of N=1,2,3..etc. and its
chebyshev norm ‖RTN ‖∞ = 1 always. This was performed on four datasets Zachary’s
Karate Club, Dolphin Social Network, Copperfield Word Adjacencies, American Col-
lege Football [19][20][21][22] , as mentioned in Table 1.

The theoretical estimation for the number of terms for the N -term Taylor polyno-
mial which is an approximation for infinite sum Taylor series is done by taking a Taylor
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Table 1: Details about each dataset

Sr.no. Dataset no.of nodes
1 karate 34
2 dolphins 62
3 adjnoun 112
4 football 115

polynomial for a given RT of 100 terms which is considered to be F (t). This consid-
eration is valid since 100 terms is good enough to be treated as infinity in this case.
Accordingly the value of N is calculated for TN (t) by evaluating the difference be-
tween the two and taking its chebyshev norm. The value for N is chosen such that the
chebyshev distance between F (t) and TN (t) is less than ε/2. In this case ε is taken as
0.05 for 95 percent confidence. The values obtained for N for each value of t, which
was found to be independent of dataset as ‖RT ‖∞ = 1, is presented in Table 2

Table 2: The values of N for each value of t, ε = 0.05

t(1-10) N t(11-20) N
1 4 11 31
2 7 12 34
3 9 13 36
4 12 14 39
5 15 15 42
6 17 16 44
7 20 17 47
8 23 18 50
9 25 19 52

10 28 20 55

The value of z in Inequality (14) was determined to be 0.41 by experimentation
until the output was equal to the theoretical value. The value of z was found to be equal
to 0.41, if t is desired to be in the range of 1-20. So Inequality (14) can now be rewritten
as,

‖F (t)− TN (t)‖∞ < e0.41
tN+1

(N + 1)!
< ε/2 (15)

The difference between the expression above and the one in [14], shown at the end
of literature review section is that now (N+2)

(N+2−t) has been replaced by a constant e0.41.
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Fig. 1: Values of N for corresponding values of t

6 Conclusion

Through experimentation the value for z in Inequality (14) has been determined and
the finally the expression stands as is represented by Inequality (15). The previous in-
equality used in [14] involves a term (N+2)

(N+2−t) along with tN

(N+1)! . Though the second

part of the expression remains same but (N+2)
(N+2−t) has been replaced by e0.41. Another

important conclusion to be noted is the value of z = 0.41. As Lagrange’s remainder
theorem clearly states that z should lie between a, around which the polonomial curve
is centered. So 0.41 perfectly fulfills the above criteria by being between 0 (which is the
value of a in this case) and all the values of t, t=1,2,3,...,20. This results in an alternative
formula for determining N .

7 Future work

Currently, the proposed formula works fine for the values of t in range 1 to 20. So, the
next step would be to improve the proposed formula so that it works for any value of t.
The time taken to determine N in the existing as well as the proposed formula for any
t is in the order of microseconds. So it leaves very little scope of improvement.
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Abstract. Investigation of noble metal nanoparticles (NPs) qualities is develop-
ing out as a fascinating area of research in Nanoscience because of their wide di-
mension of uses in single- electron devices; medicate conveyance, sensors, photo-
catalysis and so on. Glancing angle deposition (GLAD) technique was employed
to synthesize both Indium (In) NPs and Titania (T iO2) nanowire (NW) het-
erostructure under controlled chamber parameter using e-beam evaporator tech-
nique. The Optical absorption and transmission measurement were investigated
on both the samples. A 1.5 fold enhancement in absorption was observed due to
In NPs incorporation. Bandgap calculations were done using the Tauc plot and
subsequent band tailoring was also observed due to various sub-bandgap transi-
tion.

Keywords: T iO2 nanowire, GLAD, Nanoparticle, Energy bandgap.

1 Introduction

Now a day’s metal nanoparticles have been extensively used for wideband detection.
Among several noble metals, In has drawn enormous attention due to their wider ab-
sorption in selective plasmon resonance frequency [1,2,3]. In this paper, a GLAD tech-
nique has been employed to fabricate In NP and TiO2 NW heterostructure and subse-
quent comparison was made between both the samples to investigate the changes in the
absorption spectra and band tailoring effect in the detection of UV-Vis light. Two sepa-
rate structures of Si (P-type)/ 70nm (TiO2) TF / 150 nm (TiO2) NW and Si (P-type)/
70nm (TiO2) TF / 150nm (TiO2) NW/ 5nm In NP were proposed and fabricated that
are shown below in Fig. 1(a) & (b) respectively.

2 Experimental

Firstly, the cleaning process of the Si wafer has been done with help of different chemi-
cal solutions i.e. methanol, acetone and DI (deionization) water followed by quick deep
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(a) (b)

Fig. 1: (a) Proposed structure of TiO2 NW. (b) Proposed structure of TiO2 NW incor-
poration In (NP)

into the mixture of HF (hydrofluoric) acid and DI water (1:50 ratio) in the ultrasonica-
tor. After that, deposition has been done inside e-beam evaporator to deposit the TiO2

thin film of 70 nm thickness on P-Type silicon substrate at a base pressure of 2× 10−5

mbar followed by synthesis of 150 nm TiO2 NW using a GLAD technique. Thereafter,
In NPs of 5nm have been deposited on top of the NW. NWs and NPs both have been
deposited with the help of GLAD technique that is depicted in Fig. 2. In both the cases,
the tilt of GLAD was kept above 80o and rpm (rotation per minute) of GLAD was kept
below 500 rpm with a very small duration for NP whereas longer time duration has been
maintained in case of NW synthesis. The involved fabrication steps (step1 to step5) are
elaborately depicted in Fig. 2. Thereafter, the optical absorption and transmission mea-
surement were investigated on the samples by a UV Spectrophotometer (Lamda950,
Perkin Elmer) using a specular reflection method. In this set up a pre-aligned tungsten-
halogen source was used as a light source. This light was entered into a dispersion
device through an entrance slit. While coming out from the device the impinging light
split into different colour and fall on the sample through an exit slit. A detector detects
the output signal; i.e. the amount of the radiation transmitted at each wavelength was
measured and plotted against the wavelength to obtain the spectrum.

3 Results and Discussion

Room temperature optical absorption experiment was gone up against the InNPs/(TiO2)
NW sample and as deposited (TiO2) NW synthesised on the P-Si Substrate and the
relevant absorption spectra has been depicted in Fig.3 (a). A 1.5 fold improvement was
seen in UV–Vis region for In NPs-implanted (TiO2) NW compared to bare (TiO2)
NW sample. The enhancement below 370 nm was observed because of absorption of
light caused by the excitation of electrons from the valence band to the conduction band
i.e. for fundamental band change of (TiO2)[4,5,6,7]. The absorption edge of In NPs
demonstrates a blue shift when contrasted with the (TiO2) NW which obviously shows
the impact of surface texturing. Subsequently, the energy band gap was calculated by
the Tauc plot. Fig.3 (b) demonstrate the plot of (αhν)2 vs photon energy(eV) curve
for both In NP and (TiO2) NW where hν refers to photon energy and α is absorp-
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Fig. 2: Steps involved in the fabrication of the proposed structure

tion coefficient (a.u.).[1] The absorption coefficient was calculated from the measured
transmission coefficient (T) with the help of equation (1).

α = 2.303 log(
T

d
) (1)

Where d is the thickness of the sample. Extrapolation of the linear part of the curve
to the energy (eV) axis yields the band gap value at various wavelengths. A bandgap
near 3.4 eV was observed corresponds to the main band gap of TiO2. Another bandgap
near 3.1eV was seen because of oxygen deformity related sub-band change [6]. Inset
Fig.3 (b) demonstrates the energy band diagram and corresponding carrier transition
in Indium NP on TiO2 NW[7]. In reality, two types of sub-bandgap transition have
occurred. One is related to trap assisted transition from Ti3+ to the conduction band
and the second one is a sub-bandgap transition from In (5p) to the conduction band due
to In NPs incorporation into the NW sample, which magnifies the optical absorption in
visible region [1].

4 Conclusion

In conclusion, In NPs and TiO2 Nanowire on TiO2 thin film upon p-type silicon sub-
strate have been successfully fabricated by e-beam evaporator using a GLAD technique.
The incident photon on the NWs was trapped and dispersed inside the device. A 1.5 fold
enhancement in overall absorption was observed due to In NPs incorporation into the
NW sample. Incorporation of In NP into the NW sample yields larger surface states
which lead to the further reduction in bandgap due to distinct sub-bandgap transitions.
Therefore, In NPs on (TiO2) NW structure can be used as a promising visible photo-
sensor.
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Abstract— A numerical investigation of turbulent flow over a prismatic building is being carried out in the present 
study. The numerical analysis is carried out using LES(large eddy simulation) model. The FVM (Finite Volume Method) 
based CFD code ‘ANSYS FLUENT’ is used for numerical simulation and Ansys Design Modeler for generation of 

geometry and meshing. A 2-D model of NIT Agartala Administration Block of the dimension 40m×66m at high 

Reynolds Number, Re = 10800, 21600, 32400, 43200 and 54000 are considered in the present study. Numerical 
simulation results are represented in form of Stream lines, Pressure Contours, Velocity Contours, time history of drag 
and lift forces, pressure coefficients. From simulation results a huge vortex formation has been recorded at two sites 

in the fluid domain which have a considerably large pressure load on the building. 

 
Index Terms—Ansys Fluent, FVM(Finite Volume Method), LES(Large Eddy Simulation). 

 

1. Introduction:  
 

The outside stream past a feign body is an intriguing theme from crucial perspective of the 

flow physics (hazards, bifurcations) just as application parts of liquid elements (forces, heat 

transfer and temperamental impacts like vortex shedding). Flow over high-rise buildings, 

bridges, chimneys, cooling towers, tube banks in heat exchangers and many more things are 

the engineering applications of such flows. These flows have been the subject of excessive 

research, mainly pertaining to the engineering importance of structural design, and flow-

induced vibrations. 

 

A body encounters a drag compel, which is typically separated into two segments at 

whatever point liquid passes over it: frictional drag and pressure drag. Frictional drag is the 

friction between the fluid and the surface over which it is flowing. Pressure drag is the eddy 

formation that are developed in the fluid when passing over a body. Basically both types of 

drag are due to viscosity, but the distinction is needful because the two types of drag are due 

to different phenomena of flow. 

 

Frictional drag is prominent in attached flows (where there is no separation). Pressure drag is 

prominent in separated flows. The stream over a prismatic structure comprises a 

comparative arrangement to examine the stream over feign bodies aside from extremely low 

Reynolds number. The asymmetric generation of vortices into the wake induces forces on 

the building leading to structural vibration. This is Vortex-Induced Vibration (VIV). Hence, 

the flow over a prismatic building is a similar test-case of great interest not only to study 
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vortex induced vibration phenomenon but also the aerodynamics of bluff bodies. 
 

1.2 TURBULENCE: 

In liquid elements, choppiness or violent stream is the example of smooth movement which 

are described by disordered unsettling influences in stream speed and weight. It is rather than 

a laminar stream routine, which happens when the liquid streams into parallel layers, without 

intrusions between those layers. Turbulence is commonly seen in everyday phenomena such 

as rapidly flowing rivers, undulating storm or chimney smoke. 

Disturbance is caused because of exorbitant dynamic vitality in parts of a liquid stream, 

which surpasses the hosing impact of liquid consistency. It is expected this reason, 

choppiness is less demanding to create in low consistency liquids, however it is 

progressively troublesome in high thickness liquids. In general terms, in the turbulent flow, 

the unstable vortexes appear of many sizes interacting with each other, therefore the drag due 

to the friction effects increases [1]. 

 

The outside stream over each kind of vehicles, for example, autos, planes, ships and 

submarines are instances of violent stream. The approaching of turbulence can be anticipated 

by the Reynolds number, which is the proportion of inertia force to viscous force inside a 

liquid. The relative movement between liquid layers produces liquid erosion, which is a 

factor for advancement of fierce stream. The liquid consistency which increments, 

continuously hinders disturbance, as progressively thick liquid retains increasingly active 

vitality. This capacity to anticipate the approaching of choppiness in the stream is an essential 

plan apparatus for gear, for example, flying machine wings or channeling frameworks. The 

role played by friction drag (also called viscous drag) and pressure drag (also called form 

drag or profile drag) can be seen by considering an airfoil at different angles of attack, just 

gentle weight inclinations are experienced by the limit layers on the best and base surface at 

little approach, and they stay appended along nearly the whole length. The drag is commanded 

by the thick erosion inside the limit layers and the wake is little. As the approach builds, the 

pressure angles on the airfoil increases in like manner. The negative weight slope on the best 

back bit of the airfoil may wind up sufficiently able to cause a stream partition. This 

detachment will result in increment of the extent of the wake, and the weight misfortunes in 

the wake because of arrangement of vortex. Therefore the pressure drag increases. At a high 

assault edge, an extensive volume of the stream super surface may get isolated, and the airfoil 

is said to be blocked. At this stage, the viscous drag is much lesser than the pressure drag. At 

the point when the thick drag is predominant, we state the body is streamlined, and when the 

weight drag is overwhelming, we state the body is feign. Regardless of whether the stream is 

commanded by gooey drag or weight drag depends altogether on the state of the body. For a 

feign body, the weight drag is the predominant wellspring of drag. For a given speed and 

frontal territory, a streamlined body will dependably have a lower opposition than a feign 

body. 

1.3 CFD ANALYSIS: 

Computational Fluid Dynamics is a part of fluid mechanics that uses data structures and 

numerical examination to deal with and look at the issues drew in with fluid stream. With the 

assistance of PCs computations important to reenact the association of fluids and gases with 

surfaces characterized by form conditions are performed. With high speed supercomputers 
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better results can be accomplished. 
 

At first the exploratory approval of such programming is finished utilizing a breeze passage 

and afterward the last approval comes in full scale tests. Practically all CFD issues are in a 

general sense dependent on the Navier-Stokes conditions. These conditions can be 

rearranged by disregarding terms that depict the gooey activities to deliver Euler's conditions. 

Greater simplification, by neglecting the terms that describe the vorticity, produces all 

potential equations. At last, for little Disturbances in subsonic and supersonic transitions. 

 

These equations can be linearized to produce the potential amplifiers equations. At the time 

of preprocessing, you can define the geometry and the physical limits of the problem. From 

that point, the information can be handled and the volume of liquid (or liquid area) is 

separated. The Volume of the liquid is isolated into discrete cells. The mesh might be 

uniform or non-uniform, unstructured or organized. Limit conditions are characterized. This 

involves feeding all necessary properties and values. The arrangement of conditions are done 

iteratively as a relentless state or transient once the reproduction is begun lastly with the 

assistance of post-processor investigation and representation of the subsequent arrangement 

is finished. 
 

1.4 SIGNIFICANCE OF DIMENSIONLESS NUMBER: 

Reynolds Number: 

It is defined as a dimensionless number which is the proportion of inertia forces to viscous 
forces and further evaluates the relative significance of the two types of forces for given 
stream conditions. 

Re = ρ Dv/μ 

 

• Essentially used to examine diverse stream routines to be specific laminar, violent or 

both. 

• When viscous forces are prevailing it is a laminar flow & at the point when inertial forces 

are prevailing it is a Turbulent stream. 

• The change from laminar to fierce stream relies upon the surface harshness, geometry, 

stream speed and kind of liquid. 
 

II. METHODOLOGY 

LARGE EDDY SIMULATION 

Large eddy simulation is a numerical model for choppiness utilized in computational liquid 

elements. It was at first proposed in 1963 by Joseph Smagorinsky to mimic environmental 

air flows, and first investigated by Deardorff (1970). LES discovers application in a wide 

assortment of building applications, including ignition, and reenactments of the climatic limit 

layer [2]. The iterative computation of fierce streams by numerically tackling the Navier–

Stokes conditions requires fathom a wide scope of time and length scales, all of which 

influence the stream field. Such an immovability can be acquired with direct numerical 

reenactment (DNS), yet DNS is computationally over the top expensive, and its cost 

breaking points recreation of useful building frameworks with complex geometry or stream 

courses of action, for example, siphons, vehicles tempestuous, flies, and landing gears. LES 
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is based on the thought that the little fierce structures are more general in nature than the 

extensive vortexes. Therefore, the idea is to compute the contributions of the large, energy-

carrying edifice to energy transfer and momentum and to model the effects of the small 

edifice, which are not settled by the numerical plan. Due to the more homogeneous and 

universal character of the small scales, we may expect that the so called subgrid-scale models 

can be kept much simpler than the turbulence models for the RANS equations [3] [4]. 
 

III. GOVERNING EQUATIONS 

Continuity equations:  

𝝏𝒖𝒊

𝝏𝒙𝒊
= 𝟎 

Navier-Stokes Equations: 
𝜕𝑢𝑖
𝜕𝑡

+ 𝑢𝑗
𝝏𝒖𝒊

𝝏𝒙𝒋
= −

𝟏

𝝆

𝝏𝒑

𝝏𝒙𝒊

𝝁

𝝆

𝝏

𝝏𝒙𝒋
(
𝝏𝒖𝒊

𝝏𝒙𝒋
) 

Energy Equations: 

𝜌𝑐
𝜕𝑇

𝜕𝑡
+ 𝜌𝑐𝑢𝑖

𝜕𝑇

𝜕𝑥𝑖
= 𝜆

𝝏

𝝏𝒙𝒋
(
𝝏𝑻

𝝏𝒙𝒋
) 

  

 

 

IV. GRID INDEPENDENCY TEST 

 

Grid independence is inspected to guarantee the precision and unwavering quality of the 

numerical techniques. Grid convergence is the term used to depict the improvement of 

results by utilizing progressively littler cell sizes for the estimations. A count should 

approach the right answer as the mesh ends up better, henceforth the term grid 

convergence. The typical CFD system is to begin with coarse sized mesh and step by step 

refine it until the progressions saw in the outcomes are littler than a pre-characterized 

satisfactory mistake. A touchy report was done so as to decide the impact of Grid refinement 

on the recreation results. The results are summarized in Table 1. Grid of 67000 nodes is 

found to meet the requirement of the mesh independent limit. 

Table 1 Effect of grid on Cdavg and Clrms 

 

  

 

 

 

V. RESULTS AND DISCUSSION 

 

Large eddy simulations were performed to study the fluid flow over a prismatic building at 

higher values of Reynolds number. The simulation was carried out at five different values of 

Reynolds number from 10.8×103 to 54×103. The hydrodynamic forces, pressure contour, 

Grid Nodes ∆t Re Cdavg Clrms 

1. 65000 0.05 10800 6.42 3.26 

2. 67000 0.05 10800 6.435 3.287 

3. 69000 0.05 10800 6.433 3.288 
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streamline contour, velocity contour were computed. 
 

5.1 Calculation of Drag and Lift: 

 

The drag coefficient per unit length is defined as Cd = 2Fx/ρU2D, where Fx is the force 

acting in the direction of the fluid flow at the boundary of the obstacle and ρ = 1. The lift 

coefficient per unit length is defined as Cl = 2Fy/ρU2D. The unsteady lift and drag 

coefficient gradually increases with time and oscillates periodically between a range of 

maximum and minimum value. This range of periodic oscillation goes on decreasing with 

time or number of iterations. The drag and lift using the LES model for flow over the 

prismatic building at Re=54×103 was calculated in fluent itself. The value of drag force is 

174447.27N which tremendously high for the front face in contrast to lift force which is of 

the value 84.733325N. Thereby the ratio of drag force upon lift force comes out to be 

2058.7799 which clearly shows the correctness of results from aerodynamics point of view. 

This work was conducted to find the effect of Reynolds number on the prismatic building by 

changing the velocity of air keeping other parameters of simulation same. 
 

 
 

Figure 1: Variation of drag coefficient (CD) with Reynolds number 

 

  Above plot clearly depicts that there are certain range for which CD decreases. 
 

5.2 Pressure Contour: 
 

Pressure distribution is important in the study of flow around bluff bodies. In the region of 

the bodies Pressure changes are seen with the movement of vortices. Stream partition 

happens over structure with sharp corners, for example, the main edge and trailing edge of a 

square area [5], [6]. This introduces periodic forces on the body due to changes in the 

pressure. This situation is most important in flow involving fluid and structure interaction 

such as the flow over a tall building or long spanned bridge. Forces on the bodies swaddled 

in the flow are generated due to Vortex formation and progression. A negative pressure 

deficit area adjacent to the surface is created where vortex progresses. Thus it is important 

to study pressure distribution for the analysis of the aerodynamic forces over a structure. 

Fig. 2, 3, 4, 5, 6 shows the contour maps of mean pressure for flow over the prismatic 

building for Reynolds number varying between10.8×103 to 54×103. 
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Figure 2: Pressure contour at Re=10.8×103 

 

 

 

Figure 3: Pressure contour at Re= 21.6×103 

 

                                     Figure 4: Pressure contour at Re= 32.4×103 

 

 

                                        Figure 5: Pressure contour at Re= 43.2×103 

 

 

 

                                                             Figure 6: Pressure contour at Re= 54×103 

5.3 Pressure Coefficient Calculation: 

 

Figured pressure coefficient of mean surface pressure on the prismatic structure is depicted in 
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the graph underneath Fig. 7. There is by and large great understanding among processed and 

estimated values. The reference velocity for figuring of pressure coefficient is taken as 

velocity of moving toward stream at the stature of structure. 
 

The position on the graphs are taken as the distance through x axis and y axis for front face 

and for top face of the prismatic body and is plotted against the pressure coefficient Cp 

throughout the internal surface of the geometric domain 

 

                             Figure 7: Plot for pressure coefficient (Cp) 

 

5.4 Velocity Contours: 
 

Fig. 8, 9, 10, 11 and 12 shows the mean flow pattern over the prismatic building for Re = 

10.8×103 to Re= 54×103. The figure shows that the flow separates from the top and a vortex 

originates at the top and back of the building 

 

 

 

 

 

 

Figure 8: Velocity contour at Re=10.8×103 
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                                             Figure 9: Velocity contour at Re= 21.6×103 

 

                      Figure 10: Velocity contour at Re= 32.4×103 

 

                                          Figure 11: Velocity contour at Re= 43.2×103 

 

 

 

 

 

 

 

 

                       Figure 12: Velocity contour at Re= 54×103 

 

5.5 Streamline Contours: 
 

The eddies are formed at the top and back of the prismatic building in the downstream. These eddied grow 

larger with the passage of the flow time. There are two sites of high vorticity which can be seen from the 
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figure below. The wake with pair of vortices in the recirculation region is observed. Fig. 13, 14, 15, 16 and 

17 shows the streamlines of flow for Re = 10.8×103 to Re= 54×103 

 

 
                                     Figure 13: Streamlines at Re= 10.8×103 

 

 

 

                                                            Figure 14: Streamlines at Re= 21.6×103  

 

Figure 15:  Streamlines at Re= 32.4×103 

 

 

 

Figure 16: Streamlines at Re= 43.2×103 
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Figure 17: Streamlines at Re= 54×103 

CONCLUSION 

This work was conducted using Large eddy simulation smagorinsky model in ANSYS 17.2 

taking NIT Agartala administrative block as model of the study. The study was performed 

at Reynolds number ranging from lower to higher values keeping other parameters constant. 

It is clear from the results that increasing wind speed results in formation of larger and 

larger sized vortex region at the development sites which ultimately indicates increasing 

drag force with increasing Reynolds number.  
 

REFERENCES 

[1] Lee, B. E. "The effect of turbulence on the surface pressure field of a square prism." Journal of Fluid Mechanics 

69.2 (1975): 263-282. 

[2] Boileau, M., Duchaine, F., Jouhaud, J. C. and Sommere, Y., (2013). Large -eddy simulation of heat transfer around a 

square cylinder using unstructured grids. AIAA journal, 51(2), 372-385. 

[3] Rodi, W. "Comparison of LES and RANS calculations of the flow around bluff bodies." Journal of wind engineering 

and industrial aerodynamics 69 (1997): 55-75. 

[4] Sohankar, A. "Flow over a bluff body from moderate to high Reynolds numbers using large eddy simulation." 

Computers & fluids 35.10 (2006): 1154-1168. 

[5] Sohankar, Ahmad, Lars Davidson, and Christopher Norberg. "Large eddy simulation of flow past a square cylinder: 

comparison of different sub grid scale models." Journal of Fluids Engineering 122.1 (2000): 39-47. 

[6] Rodi, W. "On the simulation of turbulent flow past bluff bodies." Computational Wind Engineering 1. 1993. 3-19. 

 

10297



Lr Version of inequalities in polar derivative of a
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Abstract. Suppose f(z) is a polynomial of degree n and α be any real or com-
plex number. The polar derivative of f(z), denoted by Dαf(z), is defined by
Dαf(z) = nf(z) + (α − z)f

′
(z). If all the zeros of f(z) lie in |z| ≤ t, t ≤ 1

with a zero of multiplicity s at the origin. Then for each real or complex numbers
α with |α| ≥ t, β with |β| < tn−s and for each r > 0, we prove

{∫ 2π

0

∣∣Dα

{
f(eiθ) + m

tn
βeisθ

}∣∣r dθ} 1
r ≥

(|α| − t)
(

n+st
1+t

){∫ 2π

0

∣∣f(eiθ) + m
tn
βeisθ

∣∣r dθ} 1
r
,

where m = min
|z|=t

|p(z)|.

Our result improves and generalizes other known inequalities.

Mathematics Subject Classification: 30C10, 30C15

Keywords: Polynomial · Polar Derivative · Integral Mean · Maximum Modulus.

1 Introduction

Throughout this paper, we denote by Ft(z) the class of all polynomials of degree n with
all its zeros lying in |z| ≤ t, t ≤ 1 and M(f, t) = max

|z|=t
|f(z)|. And as usual, C denotes

the set of complex numbers.
If f ∈ F1(z), the famous result of P. Turán [12] is

M(f
′
, 1) ≥ n

2
M(f, 1). (1)

Inequality (1) is sharp and equality occurs for those polynomials with all zeros on
|z| = 1.

Malik [8] generalised inequality (1) by considering the class Ft(z), Malik [8] gen-
eralised inequality (1) as

M(f
′
, 1) ≥ n

1 + t
M(f, 1). (2)
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Aziz and Shah [4] gave another generalization of (2) and proved that if f ∈ Ft(z), with
a zero of multiplicity s at the origin, then

M(f
′
, 1) ≥ n+ st

1 + t
M(f, 1). (3)

Equality occurs in (3) for f(z) = zs(z + t)n−s, 0 ≤ s ≤ n.
Suppose f(z) be a polynomial of degree n and α ∈ C then the polar derivative of

f(z), denoted by Dαf(z), is defined as

Dαf(z) = nf(z) + (α− z)f
′
(z). (4)

It is evident that Dαf(z) is a polynomial of degree at most n − 1 and it gives a gener-
alization of the ordinary derivative f

′
(z) of f(z) in the following sense

lim
α→∞

Dαf(z)

α
= f

′
(z).

Different names, e.g., the “émanant” of f(z), the “derivative of f(z) with respect to
the point α” and “the polar derivative of f(z)” are given respectively by Laguerre [7],
Pólya and Szegö [10] and Marden [9].

Shah [11] extended Turán’s inequality (1) to polar derivative.

Theorem 1. If f ∈ F1(z), and α ∈ C with |α| ≥ 1,

M(Dαf, 1) ≥
n

2
(|α| − 1)M(f, 1). (5)

Inequality (5) is best possible for f(z) = (z − 1)n, α ≥ 1.

Aziz and Rather [1] obtained the polar version of (2) as

Theorem 2. If f ∈ Ft(z), and α ∈ C with |α| ≥ t,

M(Dαf, 1) ≥ n
|α| − t

1 + t
M(f, 1). (6)

Equality holds for f(z) = (z − t)n with α ≥ t.

It is of interest to obtain Lr version for the polar derivative. Aziz et al. [2] proved

Theorem 3. If f ∈ Ft(z), and α ∈ C with |α| ≥ 1, and r ≥ 1,(∫ 2π

0

∣∣Dαf(e
iθ)
∣∣r dθ) 1

r

≤ n(|α|+ t)Gr

(∫ 2π

0

∣∣f(eiθ)∣∣r dθ) 1
r

, (7)

where

Gr =

(
2π∫ 2π

0
|t+ eiθ|r dθ

) 1
r

.

In the limiting case when r → ∞, inequality (7) becomes equality for p(z) = (z + t)n

with 0 ≤ α ≤ 1.
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Title Suppressed Due to Excessive Length 3

Dewan et al. [5] presented results on Lr analogues and these generalize respectively
inequalities (5) and (6) and (3).

Theorem 4. If f ∈ Ft(z), and α ∈ C with |α| ≥ t, and for each r > 0,

n(|α| − t)

(∫ 2π

0

∣∣f(eiθ)∣∣r dθ) 1
r

≤
(∫ 2π

0

∣∣1 + teiθ
∣∣r dθ) 1

r

max
|z|=1

|Dαf(z)|. (8)

When r → ∞, (8) attains equality for f(z) = (z − k)n, α ≥ t.

Theorem 5. If f ∈ Ft(z) and it has a zero of multiplicity s at the origin, α ∈ C with
|α| ≥ t, and for each r > 0,

(∫ 2π

0

∣∣Dαf(e
iθ)
∣∣r dθ) 1

r

≥ (|α| − t)(n+ ts)

1 + t

(∫ 2π

0

∣∣f(eiθ)∣∣r dθ) 1
r

. (9)

2 Main Theorem

By involving m = min
|z|=t

|p(z)|, we obtain generalization as well an improvement of

inequality (9) due to Dewan et al. [5].

Theorem 6. If f ∈ Ft(z) and it has a zero of multiplicity s at the origin, α, β ∈ C with
|α| ≥ t, |β| < tn−s and for each r > 0,{∫ 2π

0

∣∣Dα

{
f(eiθ) + m

tn βe
isθ
}∣∣r dθ} 1

r ≥

(|α| − t)
(

n+st
1+t

){∫ 2π

0

∣∣f(eiθ) + m
tn βe

isθ
∣∣r dθ} 1

r

, (10)

where m = min
|z|=t

|p(z)|.

Remark 1. If we let r → ∞ on both sides of (10) we obtain a result recently obtained
by Khojastehnezhad and Bidkham [6].

Corollary 1. If f ∈ Ft(z) and it has a zero of multiplicity s at the origin, α, β ∈ C
with |α| ≥ t, |β| < tn−s,

max
|z|=1

∣∣∣Dαf(z) +
m

tn
βzs
∣∣∣ ≥ (|α| − t)

(
n+ st

1 + t

)
max
|z|=1

∣∣∣f(z) + m

tn
βzs
∣∣∣ (11)

where m = min
|z|=t

|p(z)|.

Remark 2. When we divide both sides of (10) by |α| and take limit as |α| → ∞, it
reduces to a result due to Dewan et al. [5, Corollary 1.2].
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Corollary 2. If f ∈ Ft(z) and it has a zero of multiplicity s at the origin, then for every
β ∈ C with |β| < tn−s and for each r > 0,{∫ 2π

0

∣∣∣f ′
(eiθ) +

m

tn
βsei(s−1)θ

∣∣∣r dθ} 1
r

≥
(
n+ st

1 + t

){∫ 2π

0

∣∣∣f(eiθ) + m

tn
βeisθ

∣∣∣r dθ} 1
r

,

(12)
where m = min

|z|=t
|p(z)|.

As mentioned earlier, when we put β = 0 in Corollary 2, we obtain an inequality of
Dewan et al. [5, Corollary 1.2].

Remark 3. Further, if r → ∞ on both sides of (12), we have

max
|z|=1

∣∣∣f ′
(z) +

m

tn
βszs−1

∣∣∣ ≥ (n+ st

1 + t

)
max
|z|=1

∣∣∣f(z) + m

tn
βzs
∣∣∣ . (13)

Now ∣∣∣f ′
(z) +

m

tn
βszs−1

∣∣∣ ≤ |f
′
(z)|+ m

tn
|β|s|z|s−1

which for |z| = 1 becomes∣∣∣f ′
(z) +

m

tn
βszs−1

∣∣∣ ≤ |f
′
(z)|+ m

tn
|β|s,

which further gives

max
|z|=1

∣∣∣f ′
(z) +

m

tn
βszs−1

∣∣∣ ≤ max
|z|=1

|f
′
(z)|+ m

tn
|β|s. (14)

Combining (13) and (14), we have

M(f
′
, 1) +

m

tn
|β|s ≥

(
n+ st

1 + t

)
max
|z|=1

∣∣∣f(z) + m

tn
βzs
∣∣∣ . (15)

Let z0 on |z| = 1 be such that M(f, 1) = |f(z0)|, then, in particular, (15) gives

M(f
′
, 1) +

m

tn
|β|s ≥

(
n+ st

1 + t

) ∣∣∣f(z0) + m

tn
βzs0

∣∣∣ . (16)

When suitable choice of the argument of β in (16) is made such that∣∣∣f(z0) + m

tn
βzs0

∣∣∣ = |f(z0)|+
m

tn
|β| = M(f, 1) +

m

tn
|β|. (17)

From (16) and (17), it follows that

M(f
′
, 1) +

m

tn
|β|s ≥

(
n+ st

1 + t

){
M(f, 1) +

m

tn
|β|
}
,

or

M(f
′
, 1) ≥

(
n+ st

1 + t

)
M(f, 1) +

m

tn
|β|
{
n+ st

1 + t
− s

}
or

M(f
′
, 1) ≥

(
n+ st

1 + t

)
M(f, 1) +

m

tn
|β|
(
n− s

1 + t

)
. (18)

Finally, letting |β| → tn−s in (18), it reduces to
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Corollary 3. If f ∈ Ft(z) and it has a zero of multiplicity s at the origin, then

M(f
′
, 1) ≥

(
n+ st

1 + t

)
M(f, 1) +

m

tn
|β|
(
n− s

1 + t

)
, (19)

where m = min
|z|=t

|p(z)|.

As in the above cases equality occurs for f(z) = zs(z + t)n−s, 0 ≤ s ≤ n.

This corollary improves upon inequality (3) due to Aziz and Shah [4].

3 Lemma

For the proof of the theorem, we require the following lemma.

Lemma 1. If f ∈ Ft(z) then for |z| = 1

t|f
′
(z)| ≥ |g

′
(z)|, (20)

where

g(z) = znf

(
1

z

)
.

The above lemma is a particular case of a result due to Aziz and Shah [3].

4 Proof of the Main Theorem

Proof of Theorem 6: Since all the zeros of f(z) lie in |z| ≤ t, t ≤ 1 and f(z) has a
zero of multiplicity s at the origin, it can be written

f(z) = zsh(z),

where h(0) ̸= 0 and h(z) is of degree n− s with all the zeros in |z| ≤ t, t ≤ 1.
If β ∈ C such that |β| < tn−s, then applying Rouché’s theorem to the polynomial
f(z) + m

tn βz
s, where m = min

|z|=t
|p(z)|, it is precise that all the zeros of

F (z) = zs
{
h(z) + m

tn β
}

lie in |z| ≤ t, t ≤ 1.
Hence, it is claimed that F (z) has a zero of multiplicity s at the origin, for which it

is required to verify that at the origin,

h(z) +
m

tn
β ̸= 0.

If m = 0, then the claim follows trivially, since h(0) ̸= 0. Thus we assume m ̸= 0.
Now

m = min
|z|=t

|f(z)| = min
|z|=t

|zsh(z)| = ts min
|z|=t

|h(z)|,

i.e.,
m

ts
= min

|z|=t
|h(z)| ≤ |h(z)| for |z| = t. (21)
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Since |β| < tn−s, (21) implies∣∣∣βm

tn

∣∣∣ = |β|m
tn

<
m

ts
≤ |h(z)| for |z| = t.

i.e., ∣∣∣βm

tn

∣∣∣ < |h(z)| for |z| = t. (22)

Thus, it is concluded that every zero of h(z)+β m
tn lies in the region i.e. in the punctured

disc 0 < |z| < k, and this implies that h(0) + β m
tn ̸= 0.

Also
F

′
(z) = szs−1

{
h(z) + β

m

tn

}
+ zsh

′
(z),

which implies
zF

′
(z)

F (z)
= s+

z d
dz

{
h(z) + β m

tn

}
h(z) + β m

tn
.

If z1, z2, ..., zn−s are the zeros of h(z) + β m
tn = H(z) (say), then none of them is zero

and |zk| ≤ t, t ≤ 1 for all k = 1, 2, ..., n− s and we have for each θ, 0 ≤ θ < 2π,

Re

{
eiθF

′
(eiθ)

F (eiθ)

}
= s+Re

{
eiθH

′
(eiθ)

H(eiθ)

}

= s+

n−s∑
k=1

eiθ

eiθ − zk

≥ s+

n−s∑
k=1

1

1 + |zk|

≥ s+
n− s

1 + t
=

n+ st

1 + t
.

For those points eiθ, 0 ≤ θ < 2π, except the zeros of F (z).
Hence

|F
′
(eiθ)| ≥ n+ st

1 + t
|F (eiθ)|, (23)

for points eiθ, 0 ≤ θ < 2π, except the zeros of F (z). Further, (23) follows for those
points eiθ, 0 ≤ θ < 2π, as well-those zeros of F (z) and we are implied for |z| = 1,

|F
′
(z)| ≥ n+ st

1 + t
|F (z)|. (24)

Since F (z) has all its zeros in |z| ≤ t, t ≤ 1, therefore by the Lemma 1, we have

t|F
′
(z)| ≥ |G

′
(z)|, for |z| = 1, (25)

where

G(z) = znF

(
1

z

)
.
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For α ∈ C, by the definition of polar derivative

DαF (z) = nF (z) + (z − α)F
′
(z),

from which, we have for |z| = 1,

|DαF (z)| = |nF (z) + (z − α)F
′
(z)|

≥ ∥α||F
′
(z)| − |nF (z)− zF

′
(z)∥

= ∥α||F
′
(z)| − |G

′
(z)∥. (26)

Since for |z| = 1, |G′
(z)| = |nF (z)− zF

′
(z)|.

Using (25), we have

|α||F
′
(z)| − |G

′
(z)| ≥ (|α| − t)|F

′
(z)|.

Since |α| ≥ t, (26) on using the above inequality gives

|DαF (z)| ≥ (|α| − t)|F
′
(z)| for |z| = 1. (27)

For |α| ≥ k, combining (24) and (27), we obtain

|DαF (z)| ≥ (|α| − t)
n+ st

1 + t
|F (z)|, for |z| = 1.

i.e.,∣∣∣Dα

{
f(z) +

m

tn
βzs
}∣∣∣ ≥ (|α| − t)

n+ st

1 + t

∣∣∣f(z) + m

tn
βzs
∣∣∣ , for |z| = 1. (28)

Note that each r > 0, and for each θ, 0 ≤ θ < 2π, (28) equivalently gives∣∣∣Dα

{
f(eiθ) +

m

tn
βeisθ

}∣∣∣r ≥ (|α| − t)r
(
n+ st

1 + t

)r ∣∣∣f(eiθ) + m

tn
βeisθ

∣∣∣r . (29)

Performing integration throughout for θ ∈ [0, 2π], the main theorem is led.
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Abstract. VIKOR method is applied in decision making problems to assign the

ranks of the alternatives. VIKOR method is based on compromise programming

method where decision makers are unable to decide which is the best solution of

a particular situation. Then the decision makers come out with two best solutions

using VIKOR method which are said to be the compromise solutions of the prob-

lem. Since these two best solutions are going to be accepted for the particular

problem so the compromise solutions should come together whenever ranking is

concerned. Modified E-VIKOR method is introduced which overcomes the limi-

tations and have shown that in any situation compromise solutions always come

together with a satisfactory result.

Keywords: Fuzzy set ·Hesitant Fuzzy Set ·VIKOR method · Modified E-VIKOR

method.

1 Introduction

VIKOR method is very effective tool to deal with the situations where decision makers

face problems and can not reach to a final solution. VIKOR method helps experts to

obtain a compromise solution and this solution is considered to be the final consider-

ation. This method is based on ranking of the alternatives and from this ranking the

top alternatives are considered to be the compromise solution. VIKOR method a rank-

ing based method and also in MCDM problems with great interest. The extension of

VIKOR method is studied by many researchers and applied in many directions with

successful results. Opricovic and Tzeng [7] compared TOPSIS and VIKOR method.

VOKOR method is extended by Sayadi et. al. [5] using interval numbers. Sanayei et.

al. [9] developed a new method of supply chain system using fuzzy VIKOR method.

Chen and Wang [8] used this method to get best solution. After that Vahdani [6] de-

veloped interval-valued fuzzy VIKOR method. Torra and Narukawa [2] and Torra [3]

contributed hesitant fuzzy set where experts assign more than one membership values.

Zhang and Wei [4] extended VIKOR method in MCDM problems.

In this paper we have extended the paper presented by Zhang and Wei [4] and have

shown that the proposed method can easily handle the compromise solutions. In real

life some situations are arose where decision makers fail to achieve the best alterna-

tive, so they prefer to choice the compromise solution. The earlier VIKOR methods

are complicated and lots of calculations are required to achieve a compromise solution.

To avoid this complex calculation the modified E-VIKOR method is developed so that
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one can attain the compromise solution easily. Through the proposed method we have

shown that the compromise solutions are always come together with less calculations.

We organize the paper using the following sections: Section 2 consists of the preliminar-

ies idea of hesitant fuzzy set theory and the VIKOR method. In section 3, the proposed

modified E-VIKOR method is studied with application. Section 4 concludes the paper.

2 Preliminaries

Definition 1 [2]

Let Y be s set of universe, if each and every element of Y has a set of membership

values between [0, 1] through a function then mathematically we define a hesitant fuzzy

set A as

A = {< x, hA(x) > |x ∈ X}.

where hA(x) defines hesitant fuzzy elements.

Example 1

Let Y = {y1, y2, y3} be a set of three students under consideration. Also let hA(y1) =
{.4, .5, .6}, hA(y2) = {.2, .3, .5}, hA(y3) = {.7, .8, .9} denote the membership degree

sets of yi(i = 1, 2, 3) according to their height to the set A respectively. Consider the

membership value of the height 6 ft is {1} and that of the value 5 ft is {0}. Then A is

an HFS, namely

A = {< y1, {.4, .5, .6} >,< y2, {.2, .3, .5} >,< y3, {.7, .8, .9} >}.

2.1 VIKOR method

The VIKOR method is a ranking based method where the decision makers fail to

achieve a final result, so they prefer a compromise solution using Lp- metric from which

the VIKOR method is developed.

Lp,i = {
∑n

j=1[
wj(k

∗

j − kij)

k∗j − k−j
]p}1/p ; 1 ≤ p ≤ ∞

where Si and Ri are L1,i and L∞,i respectively, jth criterion functional value is kij for

the alternative Ei and total criteria is n [4].

3 Modified E-VIKOR method

VIKOR method helps decision makers to reach the best solution of a problem effec-

tively. Through VIKOR method decision makers get a compromise solution of that

problem and with the help of that compromise solution they can able to attain the re-

sult easily. Nian Zhang et. al. [4] have shown that compromise solution may not always

come together whenever ranking is concerned. In this paper, E-VIKOR method is mod-

ified to handle the compromise solution accurately and have shown that in any situation
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Table 1: Decision Matrix
Alternative Criteria

Ei G1 G2 ... Gn

E1 g11 g12 ... g1n
E2 g21 g22 ... g2n
... ... ... ... ...

Em gm1 gm2 ... gmn

compromise solution always come together. The following decision matrix in Table 1

gives the idea to solve the problem comfortably:

where E1, E2, ..., Em and G1, G2, ..., Gn are possible alternatives and criteria re-

spectively. gij is the hesitant fuzzy elements of alternative Ei with respect to criteria

Gj . Also gij = (gE(x))ij and wj is the weight of criterion Gj .

3.1 Algorithm of modified E-VIKOR method

The modified E-VIKOR method consists of the following steps:

Step 1. Positive ideal solution (PIS) and the negative ideal solution (NIS) are defined

as:

E∗ = {g∗1 , g
∗

2 , ..., g
∗

n},

where g∗j =

m⋃

i=1

gij =
⋃

γ1j∈g1j ,γ2j∈g2j ,...,γmj∈gmj

max{γ1j, γ1j , ..., γ1j}; j = 1, 2, ..., n

E− = {g−1 , g
−

2 , ..., g
−

n },

where g−j =

m⋂

i=1

gij =
⋃

γ1j∈g1j ,γ2j∈g2j ,...,γmj∈gmj

min{γ1j, γ1j , ..., γ1j}; j = 1, 2, ..., n

Step 2. In this step, compute Si and Ri as below:

Si =
∑n

j=1

wj(g
∗

j − gij)

gij + g−j
, i = 1, 2, ...,m

Ri = max
j

wj(g
∗

j − gij)

gij + g−j
×min

j

wj(g
∗

j − gij)

gij + g−j
i = 1, 2, ...,m.

Step 3. Compute the values Qi(i = 1, 2, ...,m), by the following relations:

Qi = t
Si − S∗

S− + S∗
+ (1 − t)

Ri −R∗

R− +R∗

where S∗ = min
i
Si, S− = max

i
Si.

R∗ = min
i
Ri, R− = max

i
Ri.

here ”the majority of criteria” in terms of weight is t , suppose t = 0.5.

Step 4: S,R and Q are arranged in decreasing order and ranking is done according to

their values.

Step 5. The compromise solution E′ and E′′ are always come together, where E′ and
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E′′ are the best and second best ranked by the measure Q and also E′′ must be the best

ranked by S or/and R.

When t > 0.5, ”majority supports”, t = 0.5, it is ”consensus” and when t < 0.5, it is

”veto”.

3.2 Numerical Example: [4]

Table 2: Hesitant Fuzzy Decision Matrix

Alternatives G1 G2 G3 G4

E1 {0.2, 0.4, 0.7} {0.2, 0.6, 0.8} {0.2, 0.3, 0.6, 0.7, 0.9} {0.3, 0.4, 0.5, 0.7, 0.8}
E2 {0.2, 0.4, 0.7, 0.9} {0.1, 0.2, 0.4, 0.5} {0.3, 0.4, 0.6, 0.9} {0.5, 0.6, 0.8, 0.9}
E3 {0.3, 0.5, 0.6, 0.7} {0.2, 0.4, 0.6} {0.3, 0.5, 0.7, 0.8} {0.2, 0.5, 0.6, 0.7}
E4 {0.3, 0.5, 0.6} {0.2, 0.4} {0.5, 0.6, 0.7} {0.8, 0.9}

Using modified E-VIKOR method, the following steps give the solution of the prob-

lem:

Step 1. Positive ideal solution and the negative ideal solution is to be defined as follows:

E∗ = {g∗1 , g
∗

2 , ..., g
∗

n} = {0.900, 0.800, 0.900, 0.900}
E− = {g−1 , g

−

2 , ..., g
−

n } = {0.200, 0.100, 0.200, 0.200}

Step 2. In this step, compute Si and Ri as below:

S1 =
w1(g

∗

1 − g11)

g11 + g−1
+

w2(g
∗

2 − g12)

g12 + g−2
+

w3(g
∗

3 − g13)

g13 + g−3
+

w4(g
∗

4 − g14)

g14 + g−4
= 0.519,

S1 = 0.519, S2 = 0.616, S3 = 0.606, S4 = 0.578

R1 = max
4

[
w1(g

∗

1 − g11)

g11 + g−1
,
w2(g

∗

2 − g12)

g12 + g−2
,
w3(g

∗

3 − g13)

g13 + g−3
,
w4(g

∗

4 − g14)

g14 + g−4
]×min

4
[
w1(g

∗

1 − g11)

g11 + g−1
,
w2(g

∗

2 − g12)

g12 + g−2
,
w3(g

∗

3 − g13)

g13 + g−3
,
w4(g

∗

4 − g14)

g14 + g−4
] = 0.012

R1 = 0.012, R2 = 0.026, R3 = 0.015, R4 = 0.006
Step 3. Let v = 0.5, compute the values Qi(i = 1, 2, 3, 4):
Q1 = 0.094, Q2 = 0.355, Q3 = 0.179, Q4 = 0.026
Step 4. According to the values of S,R and Q rank the alternatives in decreasing order,

which is given in Table 3.

Step 5. @1,@4 is the compromise solution and always come together whenever ranking

is concerned.

Rank the alternatives Ei(i = 1, 2, 3, 4) according to the values Si, Ri and Qi as the

weight t changes, which is depicted in Table 4, along with compromise solution.
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Table 3: The ranking and the compromise solutions

E1 E2 E3 E4 Ranking Compromise solution

S 0.519 0.616 0.606 0.578 @1 > @4 > @3 > @2 @1,@4

R 0.012 0.026 0.015 0.006 @4 > @1 > @3 > @2 @4,@1

Q(t = 0.5) 0.094 0.355 0.179 0.026 @4 > @1 > @3 > @2 @4,@1

Table 4: S, R and Q(ti) values obtained by the weight t changes and the compromise

solutions
v E1 E2 E3 E4 Ranking Compromise solution

S 0.519 0.616 0.606 0.578 @1 > @4 > @3 > @2 @1,@4

R 0.012 0.026 0.015 0.006 @4 > @1 > @3 > @2 @4,@1

0 0.188 0.625 0.281 0 @4 > @1 > @3 > @2 @4,@1

0.1 0.169 0.571 0.261 0.005 @4 > @1 > @3 > @2 @4,@1

0.2 0.150 0.517 0.240 0.010 @4 > @1 > @3 > @2 @4,@1

0.3 0.132 0.463 0.220 0.016 @4 > @1 > @3 > @2 @4,@1

0.4 0.113 0.409 0.199 0.021 @4 > @1 > @3 > @2 @4,@1

Q(t) 0.5 0.094 0.355 0.179 0.026 @4 > @1 > @3 > @2 @4,@1

0.6 0.075 0.301 0.159 0.031 @4 > @1 > @3 > @2 @4,@1

0.7 0.056 0.247 0.138 0.036 @4 > @1 > @3 > @2 @4,@1

0.8 0.038 0.193 0.118 0.042 @1 > @4 > @3 > @2 @1,@4

0.9 0.019 0.139 0.097 0.047 @1 > @4 > @3 > @2 @1,@4

1 0 0.085 0.077 0.052 @1 > @4 > @3 > @2 @1,@4
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Fig 1. gives the idea of same distribution when t ≤ 0.5 or t ≥ 0.5 and when t

increases the Q(ti) values change with same rate.

Modified E-VIKOR method is defined in such a way that the compromise solution never

go beyond of each other i.e. compromise solution always come together.

4 CONCLUSION

Hesitant fuzzy set is an effective tool for the situation when decision makers are in

hesitant mood. VIKOR method is developed when decision makers are unable to reach

to a definite solution. This method helps us to get a compromise solution so that at

least an approximate solution can be achieved comfortably. In this paper modification

of E-VIKOR method is done and have shown that compromise solution always come

together whenever ranking is considered. Since compromise solution gives the final

result of the problem that is why their position should be the best or second best in

the ranking list. At last with the help of an example, alternatives are ranked and have

shown that compromise solution come together whenever ”the maximum group utility”

is considered in a hesitant situation.
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Abstract. — Pervious concrete pavement has large pores or interconnected voids
which gives it an ability to pass water through it. Due to its open porous structure,
the stormwater can be drained off directly to the groundwater and thus pervious
concrete act as a sustainable urban drainage system and an eco-friendly pavement
option. However, these overall benefits get badly hampered due to the clogging
of the exposed pores in the pervious concrete which simultaneously reduces the
infiltration rate. Clogging in pervious concrete mainly occurs due to the contam-
inant of stormwater with dirt, debris or organic materials which get trapped into
the pores and hinders the flow of water. This study mainly aims to find out a
mathematical relationship between the permeability and the percentage of clog-
ging retention in pervious concrete mixes made with over burnt brick aggregate.
Due to the unavailability of natural stone aggregate, the locally available brick
aggregate is chosen in this study to check its suitability as an alternate pavement
material. Different sizes of aggregates were used in this study showing three dif-
ferent aggregate gradation such as G-1 (12.5 mm - 9.5 mm), G-2 (9.5 mm - 4.75
mm), and G-3 (13.2 mm – 12.5 mm). Water to cement (w/c) ratio of 0.3 and 0.32
was chosen from a variety of other w/c ratios for the optimum result. Clogging
material such as silty sand, sand and clay was added at a percentage of 20, 40, 60,
80 and 100 by weight to the casted samples. Permeability was evaluated using a
falling head permeability set up, and the clogging retention was obtained by esti-
mating the change of mass of the specimens before and after testing. The outliers
were removed from the obtained results, and the final results were used for the
statistical analysis. Two-way ANOVA test was performed to check the statistical
significance among the variables. Then the regression analysis was performed to
obtain the relationship between the permeability and clogging retention. The pro-
posed equation will be helpful to facilitate proper maintenance and de-clogging
of existing pervious concrete pavement. The results also showed that clay has an
austere impact on the permeability of pervious concrete than that of silty sand
and sand.

Keywords: ANOVA · clogging · pervious concrete · regression.

1 Introduction

Pavement system constituting about 30-40 percent of the total urban fabric have con-
verted pervious natural ground into an impervious system which has created a negative
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impact on the environment. These impacts can be broadly categorized into hydrologi-
cal aspect, environmental aspect, and temperature in the surrounding ambiance. About
the hydrological aspects, the existing dense pavement system, being impervious in na-
ture, reduce the groundwater recharge and increase the quantity of runoff which may
create flood like situation in low lying areas. About the temperature in the surrounding
ambiance, impervious pavement system act as a heat storage media that store heat and
release it back to the atmosphere, increasing ambient temperature by 2-6 degree Celsius
compared to surrounding rural temperature. This has created a phenomenon termed ur-
ban heat island (UHI) [1]. The Conventional pavement was designed for the vehicular
purpose but to reduce the effect of urbanization on pavement related issues; there is a
definitive need to adopt environmentally sustainable strategies that can serve both road
user and the environment. For solving this, pervious pavement is intentionally designed
such that a network of the interconnected void has existed and this can be done by gap
grading the coarse aggregate and either eliminating or minimizing the fine aggregate
in the concrete mix which allows the fluid to pass through the concrete structure. Per-
vious pavement fundamentally used in car parks, pedestrian footpath, cycle path, and
other low traffic areas. The porosity of pervious pavement is typically 15-25%, and the
permeability is typically about 2-6 cm/s [2] [3]. This results in the reduction of runoff
volume and peak flow rates[4]. For example, annual runoff volume reductions of 50%
to 100% have been observed[4] [5]. Further, the rough surface texture provides a good
skid resistance riding surface even in the wet condition, reducing the surrounding urban
air temperature by various mechanisms of heat transfer that may become future UHI
mitigation strategy, it makes project economical (no need to provide side drainage).
Impermeability is the major concern of the pervious pavement which is majorly due
to the influx of the contaminated stormwater containing debris, dirt and organic mat-
ters. These foreign matters trapped in the pores of the structure leads to gradual re-
duction of drainage capacity of the pavement over the period. Hence such pavement
required intermittent and frequent cleaning and maintenance. An in-situ infiltration rate
test showed approximately 87% reduction of permeability after 3 years of construction
[4]. A pervious concrete may be impractical for public streets under a load of clogging
materials, and a good strategy may be feasible to minimize the surface clogging by suit-
able structural design, proper site locating and protecting the pavement using periodical
maintenance[6]. It is found in previous researches that clogging of voids is independent
upon the maximum aggregate size and design void in the mixture, but depends on the
distribution and structure of the voids in the mix[7]. The pore structure features and
porous behavior have a very substantial role in the pervious pavements as these pave-
ments are expected to assist as a bi-functional pavement system – structural function
and hydrological function. Moreover, the efficacy of the hydrological functioning of
pervious pavements is getting abridged due to continuous clogging. The clogging in
the permeable pavement can be addressed as physical clogging, chemical clogging and
biological clogging [8]. The process of clogging is time-dependent in nature, and this
can be attributed as a slow siltation process which includes cyclic deposition of clog-
ging material and rapid siltation process which is caused by sudden slump deposition
or landslide[9]. Xinzhuang et al.[10] have developed a real-time simulation system for
clogging and reported that the clogging process completes in three phases viz. quick
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clogging, temporary mitigation of clogging and progressive clogging. Many types of
research have been conducted on both pervious concrete and porous asphalt pavements
to accumulate in-situ clogging behavior and the variability of hydraulic conductivity
with different clogging materials. Permeability prediction with sand and very fine sand
shows that clogging relatively reduces the infiltration rate[2], but in another study, it
has seen that clay (montmorillonite) causes approximately ten times more clogging
than sand per mass [12]. Another study was carried out with bentonite and kaolinite
clay under extreme conditions and results obtained after a series of clogging cycles in-
dicated that the surface layer became a nearly impenetrable barrier[11]. Kevern et al.
[13]However, most of the previous researches were based on the mechanism of clog-
ging, type of clogging or type of clogging materials. A research was done to find the
mechanism of sediment clogging in the pores of pervious concrete pavement under sur-
face runoff. Previous studies suggest that the retention of sand-sized materials does not
result in significant clogging [14] [15]. In contrast, retention of fines (i.e., silt and clay
size materials) is a far greater concern [11] [16]. This study mainly aims to find out
a mathematical relationship between the permeability and the percentage of clogging
retention in pervious concrete mixes made with over burnt brick aggregate. This math-
ematical relationship will help in identifying the period afterward maintenance for the
pavement is required, and the life of the pervious concrete pavement can be enhanced.

2 Experimental Program

In this section, we recall some related definitions as ready references for the present
work.

2.1 Materials Due to the unavailability of natural stones in North-Eastern India, over
burnt brick aggregate (OBBA) is used in this study as a replacement of stone aggre-
gate. Three single sizes aggregate grading were used in this study as shown in Table I.
The physical properties of OBBA is shown in Table II. Locally available sand of zone
IV[17] is also added with coarse aggregate at a percentage of 10% by weight of the
coarse aggregate. The binding material used in this study was ordinary Portland cement
(OPC) of 43 grade conforming to[18].

Table 1: Different Size of aggregate used.

Grade Designation Range of Size
G-1 12.5mm - 9.5mm
G-2 9.5mm - 4.75mm
G-3 13.2mm - 12.5mm
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Table 2: Physical index of OBBA.

Test Result
Specific Gravity 1.9
Water Absorption(%) 7.3
Impact Value(%) 36.6
Crushing Value(%) 38.7
Abrasion Value(%) 43.95
Flakiness Index(%) 41.4
Elongation Index(%) 36.4

2.2 Sample Preparation Cylindrical Mould of height 200 mm and 100 mm diam-
eter was used to prepare the samples of pervious concrete pavement. Another perfect
cube mould of dimensions 150 mm was used to find the compressive strength of pervi-
ous pavement. The OBBA used for casting was properly washed by water and air dried
before mixing so that the fines attached over the surface were washed out. The opti-
mum water-cement ratio of (0.3, 0.32) obtained from the various test was used for the
preparation of samples. The samples were demoulded after 24 hrs and placed in curing
tank for 28 days. Similarly, the above method was used for preparation 90 samples of
pervious pavement.

2.3 Clogging Materials In order to analysis, the effect of clogging retention on per-
vious concrete mix, three different types of soil samples were used in this study. Clayey
soil, silty sand, and sandy soils were collected from the locally available field which
was treated as the clogging materials. The grain size distribution of three types of soils
is shown in Fig. 1.

2.4 Evaluation of Permeability Permeability is the ability of any system by which
the system is to allow the fluid to flow through itself. Variable head permeability method
was used to determine the hydraulic conductivity of the pervious concrete specimens.
The detailed of the test apparatus was shown in Fig. 2. In this test, freeflowing water
was allowed to flow through the pervious pavement. The samples coated with duct tape
and the joints between the sample and the mould were sealed with a locally available
sealant to prevent any leakage of water. The water head was noted before and after the
test. The time taken for the head to become h2 from h1 was noted by stopwatch. The
coefficient of permeability (k) was calculated using Darcy’s law as (1),

k = 2.303
al

At
log10

h1

h2
(1)

where, a = area of water tube, A = area of the sample, l = length of the sample, h1 =
initial head, h2 = final head, t = time taken to reach water level from h1 to h2.
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Fig. 1: Grain size distribution of Clogging Material.

Fig. 2: Schematic diagram of the permeability test setup.

3 Result And Discussion

3.1 Effect of gradation on permeability and clogging retention The permeability of
pervious pavement is proportional to the size of the flow passage and porosity of the
pervious medium. The size of flow passage and porosity depends upon the structural
arrangement of the aggregate. Different gradation (G-1, G-2, G-3) having size 9.5 mm
to 12.5 mm, 4.75 mm to 9.5 mm, 13.2 mm to 12.5 mm, respectively used for prepar-
ing samples. The nature of permeability changes as the gradation size varies. Smaller
aggregate size cause to restrict the water flow through the flow passage, hence perme-
ability gets decreased due to the increase in the resistance offered against the surface
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of small size aggregate (having high specific surface area) as shown in Fig. 4 (a)-(b)
Clogging retention increases due to the small size of the flow channel which causes to
easily trap the soil grain present in the influx of contaminated water.

Fig. 3: Variation of clogging retention with different w/c ratio.

3.2 Effect of water/cement ratio on permeability and clogging retention Lesser
the w/c ratio more resistance will be offered by the aggregate when compacting and thus
it causes to have more pores due to which the permeability is high, but the compressive
strength is comparatively low. As the w/c ratio is increased, it improves the workability
of the pervious pavement due to excess water present in the mix which caused to ease
the compaction, subsequently causing a reduction in the permeability and increase in
the compressive strength. A series of compressive strength tests were performed in cube
samples with various water-cement ratio ranging from 0.28 to 0.35. From the tests, an
optimum range of water-cement ratio was selected (w/c = 0.3 and 0.32). The clogging
tests were performed for every aggregate and soil gradation at a water-cement ratio of
0.3 and 0.32. The nature of percentage clogging retention was increased with increase
in percentage clogging input, but the increase of clogging retention at w/c ratio of 0.3
was comparatively more than w/c ratio of 0.32 (Fig. 3).

3.3 Effect of clogging materials on permeability and clogging retention Three
different clogging material was used in this study. Silty sand, sandy soil and clayey soils
were put in the samples at various percentages, and the permeability and the clogging
retention were checked. Fig. 4-6 is showing the changes in the permeability and clog-
ging retention in different clogging materials for silty sand, sand and clay, respectively.
It has been observed from the figure that the finer material exhibits deeper penetration
and shows higher clogging retention compared to the coarse-grained soil.
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(a) (b)

(c) (d)

Fig. 4: Clogging material is silty sand: Permeability vs Clogging input (a) 0.3w/c ratio;
(b) 0.32 w/c ratio; Permeability vs clogging retention (c) 0.3 w/c ratio; (d) 0.32 w/c
ratio.

(a) (b)

(c) (d)

Fig. 5: Clogging material is sand: Permeability vs Clogging input (a) 0.3w/c ratio; (b)
0.32 w/c ratio; (c) Permeability vs clogging retention (c) 0.3 w/c ratio; (d) 0.32 w/c
ratio.
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(a) (b)

(c) (d)

Fig. 6: Clogging material is clay: (a) Permeability vs Clogging material of 0.3w/c ratio;
(b) 0.32 w/c ratio; (c) Permeability vs clogging retention of 0.3 w/c ratio; (d) 0.32 w/c
ratio.

4 Mathmatical Modelling

The data collected from the experimental tests are utilized for the statistical analysis.
After the collection of data, integrity and consistency were checked, and the outliers
were removed. Outliers are those data that show an extreme deviation from the mean
of the sample data which may arise due to systematic/non-systematic errors. Several
methods are there to detect the outliers such as boxplot, Z-score or clustering. In this
study, the boxplot method was adopted for finding out the outliers. Once the data are fi-
nalized, the statistical significance between the coefficient of permeability and clogging
retention was checked through one-way ANOVA test for 95% confidence level. Table
III shows that the null hypotheses expressing the equality of the mean of permeabil-
ity associated with clogging retention were rejected, i.e., the p-value is less than 0.05.
In order to develop the mathematical relationship between permeability and clogging
retention, regression analysis was performed. For each type of soils, different regres-
sion equations are obtained, and the relationship between the permeability and clog-
ging retention is developed. The relation between permeability and clogging retention
for various types of soils are tabulated in Table IV. Fig. 7-9 is showing the variation of
the predicted model and the calculated permeability results. The figures depict that the
predicted model for the permeability fitted well with the experimental test results.
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Table 3: One-way ANOVA for different clogging material.
Type of Soil Sum of Squares Df Mean

Square
F Sig.

Between groups 3.960 29 0.137 3.907 0.041
Clayey soil Within groups 0.999 6 0.035

Total 4.169 35
Between groups 2.074 29 0.094 2.83 0.047

Sandy Soil Within groups 0.183 6 0.026
Total 2.256 35
Between groups 7.314 30 0.244 23.84 0.001

Sandy Silt Within groups 0.051 5 0.01
Total 7.365 35

Table 4: One-way ANOVA for different clogging material.

Type of soil Predicated equations
Sandy silt k = 1.88 - 0.367 x CR R2 = 0.963
Sandy soil k = 1.93 - 0.327 x CR R2 = 0.952
Clayey soil k = 1.77 - 0.352 x CR R2 = 0.984

5 Conclusion

This study mainly deals with the clogging potential of pervious concrete pavement. In
this study, the influence of different mix variables on the permeability and clogging
retention are checked. Moreover, then a mathematical relationship is drawn between
the permeability and clogging retention of pervious concrete pavement. Based on the
experimental tests, it is found that the size of aggregate has a drastic effect on clog-
ging retention and permeability. Smaller size aggregate produces a smaller flow chan-
nel and hence clogging retention increases due to the small size of the flow channel
which causes to easily trap the soil grain present in the influx of contaminated water.
In the case of the water-cement ratio, the. The clogging retention at w/c ratio of 0.3
was comparatively more than that of w/c ratio of 0.32. The effect of the different size
of clogging materials indicates that the finer the clogging material, more will be the
clogging retention. From the statistical analysis, predicted equations are developed for
every type of clogging materials. The proposed equation will be helpful to facilitate
proper maintenance and de-clogging of existing pervious concrete pavement.
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Abstract. This paper evaluates the cardiac arrhythmia using an integrated ap-

proach based on approximate entropy (ApEn) and recurrence quantification anal-

ysis (RQA). The paper highlights the appropriate use of tolerance threshold, ropt 

and embedding dimension, m of ApEn and RQA for the quantification of heart 

rate variability (HRV) of healthy and diseased patients. The paper uses publicly 

available MIT-BIH arrhythmic dataset along with normal sinus rhythm database 

for the study. It is found that (i) Mean RR of arrhythmic and healthier subjects 

appears to be similar and statistically insignificant (p>0.05) whereas SDNN sig-

nificantly (p<0.05) and clearly stratifies the two groups of subjects, (ii) complex-

ity quantified by ApEn appears to be lower in arrhythmic patients with value of 

1.203±0.16 (mean ±SD) and 1.316 ± 0.31 (mean ± SD) respectively for arrhyth-

mic patients and healthy subjects, with a p value <0.05, (iii) other ApEn indices 

such as Rmin and RD also significantly classifies arrhythmic and healthier subjects 

whereas Rmax fails to provide such significant classification, (iv) % Recurrence 

appears to be 6% higher for normal sinus rhythm and is also statistically signifi-

cant (p<0.05) (iv) Similar significant classification is provided other RQA indi-

ces like % determinism and % laminarity (v) Overall, in general, it is concluded 

in case of arrhythmia, complexity of HRV is reduced due to which non-linear 

ApEn and RQA based indices show significantly different results. 

Keywords: Arrhythmia, Approximate Entropy, Recurrence quantification anal-

ysis, Heart rate Variability, Normal sinus rhythm 

1 Introduction: 

Cardiovascular system is a complex mechanism that work meticulously within a feed-

back loop known as baroreflex feedback. In this system, numerous subsystems interact 
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with each other at multiple temporal scales to keep the cardiovascular standards within 

safe thresholds. For the diagnosis and prognosis of this vital biological process, it is 

extremely important to study the underlying dynamics of the system. Autonomic nerv-

ous control system (ANS), which is responsible for the overall control of cardiovascular 

system [1–4], creates a balance between parasympathetic and sympathetic drives to so 

as to regulate the rate with which the heart beats. An index known as heart rate varia-

bility (HRV) has emerged as one of the most important non-invasive way to quantify 

the health of any individual[5–7]. The strength of the feedback involved in cardiovas-

cular mechanism, known as Baroreflex sensitivity (BRS) provides the ability of cardi-

ovascular system to adapt as per requirements[8–10]. The heart rate of the healthy in-

dividual is not purely regular and depends upon numerous factors such as exercise, 

mental stress, disease etc. Moreover, the beat-to-beat intervals also fluctuate due to res-

piration, thermoregulation, renin angiotensin system, blood pressure and many other 

hidden factors[11, 12]. Therefore, HRV of a healthy person is highly complex and 

hence high complexity is considered as marker of good cardiac health[13, 14].  

Arrhythmia is the problem in the rhythm with which the heart beats. In Arrhythmia, 

the heart either beats slowly or very rapidly or follows an irregular pattern. Enhanced 

sympathetic drive or reduced parasympathetic drive leads to increase in the heart rate, 

whereas reduced sympathetic drive and enhanced parasympathetic drive decreases the 

heart rate. Overall in ANS, the inputs from both SNS and PNS, regulate the local atrial 

and ventricular function of the heart. So, suppression of control of any one of these 

nervous system controls may lead to irregular heart-beats or Arrhythmia.  It is therefore 

very important to understand the behavior that the ANS plays in case of arrhythmia 

pathogenesis so as to prevent and treat the case of Arrhythmias[6, 17] 

In past, researchers have used numerous non-linear methods such as approximate 

entropy (ApEn) [18, 19], sample entropy (SampEn) [20–22] and Recurrence quantifi-

cation analysis (RQA)[23, 24] to quantify the HRV for healthy and diseased subjects. 

In this paper, a hybrid approach comprising of ApEn and RQA indices is used to quan-

tify the complexity of HRV. The parameters such as tolerance threshold, ropt, embed-

ding dimension, m and data length, N, required to accurately compute ApEn and RQA 

are carefully chosen to avoid the biasness in the computation. The paper uses MIT-BIH 

Arrhythmia database[25–27] and normal sinus rhythm[28] database available at 

physionet.org[23, 28] to compute the ApEn and RQA indices.  

2 Materials and methods 

2.1 The MIT BIH Dataset 

The MIT-BIH Arrhythmia database of arrhythmic inpatients (60%) and outpatients 

(40%) was recorded by Beth Israel Hospital Arrhythmia Laboratory between 1975 and 

1979. The database contains ECG recording of 48 subjects each of about 30 minutes 
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duration. The recoded subjects include 26 men aged 32 to 89 years, and 22 women aged 

23 to 89 years. Originally, the database was recoded in analog format and was later 

digitized at a sampling frequency of 360 samples per second per channel with 11-bit 

resolution over a 10mV range. Fig. 1 shows the HRV signal of a typical arrhythmic 

subject (100) from MIT-BIH dataset. 

 

Fig. 1. HRV of typical arrhythmic subject (Record 100 of MIT-BIH dataset) 

2.2 The normal sinus rhythm dataset 

This database, available at physionet.org, consists 54 long term ECG recordings of sub-

jects having no significant Arrhythmia that includes recording of 30 men aged 28.5 to 

76, and 24 women, aged 58 to 73. The original recordings were in analog format which 

were later digitized at a sampling frequency of 128 samples per second. 

2.3 Approximate entropy 

Approximate entropy (ApEn), a method used to quantify similarity of the time series, 

is governed by input factors like tolerance threshold (r), embedding dimension (m) and 

data length (N). The calculation involves template matching derived from the given 

time series, {u (n): 1 ≤  n ≤ N}, where m is the derived template length, and r is the 

tolerance mismatch among various templates.  

First, from the given series, templates, v1
m, v2

m ⋯ , vN−m+1
m  are created, where: 

 vn
m = {u(n), u(n + t), … , u(n + (m − 1))}  for n = 1, 2, …, N-m+1 (1) 

Then, the distance parameter (S), which defines the maximum norm distance, ‖. ‖, 

between two such templates, lying within r is computed as: 

                                                         Snp = r ≥ ‖vn
m − vp

m‖                                             (2) 

From this distance parameter, conditional entropy, En
m(r)  is formulated as 

                                                    En
m(r) =

Snp

N + 1 − m
⁄                                              (3) 
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ApEn is computed according to the equation; 

ApEn(m, r) =  (
∑ ln (

En
m(r)

N−m+1
)N−m+1

n=1

N − m + 1
⁄ ) − (

∑ ln (
En

m+1(r)

N−m
)N−m

n=1

N − m
⁄ )             (4) 

In this paper, r is optimally chosen as a value which corresponds to maximum ap-

proximate entropy (ApEnmax) [29] of the time series, as shown in Fig. 2, and is denoted 

as ropt. The value of m is chosen as 2 [2] and N =300 [24] for appropriate computation 

of ApEn. Moreover, in this study, the biasness of ApEn, introduced due to self-match-

ing templates, is reduced by excluding the self matches and as a correction strategy, the 

resultant indeterminate conditional probability En
m(r) is substituted as 0.5 [2] 

 

Fig. 2. ApEn calculated for range of tolerance threshold, r. ropt corresponds to maximum ApEn, 

ApEnmax 

 

Fig. 3. Computation of RD from HRV time series 

While calculating ApEn of HRV, the ropt often corresponds to the range of values 

within which ApEnmax lies. This uncertainty plateau of r, in the computation of ApEn-

max, is called as Radius differential (RD) [24]. This paper utilizes RD, minimum value of 

optimum threshold (Rmin) and maximum value of optimum threshold (Rmax) for the 
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classification of normal sinus rhythm and arrhythmic subjects. Fig. 3 shows the process 

of computation of RD from HRV of an arrhythmic subject. 

2.4 Recurrence quantification analysis 

This technique is based on analysis of state space trajectory for the quantification of 

recurrence of events or samples in a system[30, 31]. The first step in RQA is the exten-

sion of Snp to two dimensional M × M  matrix by expanding both n and p from 1 to 

M=N-m+1, to create a recurrence plot (RP). Fig. 4 shows the recurrence plot of HRV 

time series. The diagonal line shows the matching among same templates. 

 

Fig. 4. Recurrence plot of HRV series. Diagonal line signifies self matches 

Later the recurrence quantification analysis is performed over RP by calculating var-

ious indices such as percentage recurrence (%REC), percentage determinism (%DET), 

percentage laminarity (%LAM), and vertical line entropy (VEntr) etc. %REC is defined 

as density of recurrent points in RP, whereas %DET gives the ratio of such recurrent 

points that form diagonal lines. %DET quantifies the deterministic nature of the signal. 

Similarly, %LAM computes the ratio of recurrent points that form vertical lines and is 

used to measure randomness of the time series. Since, RQA is an extension to Snp, it 

also requires input parameters (r, m & N), like ApEn, to be fixed before computation 

of output indices. This paper uses same values of input parameters as fixed for ApEn 
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for the computation of RQA indices. This data driven strategy for computing r, ensures 

appropriate computation of RQA indices and restricts aberration. 

3 Results and Discussion 

This paper evaluates the effect of cardiac Arrhythmia on HRV using various standard-

ized indices including descriptive and non-linear indices. Table 1 presents the mean and 

standard deviation (SD) of all such indices computed from arrhythmic and healthy sub-

jects with normal sinus rhythm. Further, to assess the validity of results, statistical anal-

ysis test is performed for every index with a significance level of 0.05. Results indicate 

that the descriptive index, mean RR is statistically insignificant (p>0.05) to stratify the 

arrhythmic and healthy subjects whereas standard deviation of beat-to-beat interval 

(SDNN) significantly (p<0.05) classifies the problematic cases from healthy subjects. 

This is due to the fact, in case of arrhythmic subjects, autonomic control and baroreflex 

control reduces thus restricting the beat-to-beat variations, measured as SDNN.  

 

Table 1. Mean and SD of various indices of Arrhythmia and normal sinus rhythm datasets 

Measure 
Arrhythmia 

Normal Sinus 

rhythm (Healthy) p-value 

Mean SD Mean SD 

Mean RR 0.751 0.222 0.734 0.115 0.287 

SDNN 0.083 0.074 0.135 0.252 <0.05 

ApEnmax 1.203 0.160 1.366 0.313 <0.05 

Rmin 0.165 0.065 0.126 0.084 <0.05 

Rmax 0.190 0.080 0.201 0.113 0.210 

RD 0.025 0.0328 0.075 0.105 <0.05 

%REC 2.737 0.864 2.919 1.387 <0.05 

%DET 27.904 15.961 34.112 10.360 <0.05 

%LAM 13.832 19.149 26.384 12.183 <0.05 

 

For the calculation of ApEn and RQA related indices, m=2 and N=300 is used. The 

ApEn indices (ApEnmax, Rmin, Rmax and RD) computed for arrhythmic and normal sinus 

rhythm is tabulated next to descriptive indices, in Table 1. Mean and SD of each of 

these indices along with their p values are depicted. Mean of ApEnmax is lower for ar-

rhythmic subjects than healthier subjects, indicating lower complexity. This also indi-

cates the loss of baroreflex control in arrhythmic subjects thus making heart beat at a 

regular rhythm[32, 33]. 
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These results can also be confirmed from Fig. 5, which shows box and whisker plot 

of the computed indices. Mean value of Rmin, in comparison, appears higher for arrhyth-

mic subjects and is statistically significant (p<0.05), whereas averaged Rmax shows no 

difference among arrhythmic and normal sinus rhythm and is also statistically insignif-

icant (p>0.05). Parameter RD has a prominently higher mean value for the normal sinus 

rhythm and appears to be statistically significant. The stratifications provided by these 

ApEn indices highlight the changes in the underlying dynamics in arrhythmic subjects 

in comparison to their healthier counterparts. 

 

Fig. 5. Indices computed for HRV of Arrhythmia and normal sinus rhythm database 

Further the RQA based indices are also computed for the two set of subjects. % REC 

appears to be 6% higher for healthier subjects than arrhythmic subjects and is also sta-

tistically significant. % DET shows a slight difference among healthier and arrhythmic 

subjects but results appear statistically significant. %LAM appear to be almost double 

for normal sinus rhythm than arrhythmic subjects and appear to be most prominent 
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marker among all indices. Overall RQA indices appear to be reliable classifiers to strat-

ifying arrhythmic subjects.  

4 Conclusion 

The non-linear control mechanisms of ANS required to regulate the heart rate in the 

healthy human being. The paper uses linear descriptive indices along with non-linear 

ApEn and RQA indices to quantify the cardiovascular changes in the healthy and ar-

rhythmic subjects. It is concluded that enhanced classification accuracy can be achieved 

by using non-linear indices, computed by optimal choice of tolerance threshold, ropt. 

Non-linear indices such as, ApEnmax, Rmin, RD, %REC, %DET, and %LAM significantly 

classify arrhythmic subjects whereas Rmax fails to provide significant stratification. In 

future, these optimized non-linear indices can be used to diagnose and prognose cardiac 

health issues through intelligent machine learning algorithms. 
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1 Introduction

In [4] the finite generalized Hankel transform (FGHT) defined by

(ℏα,β,ν,µf) (n) = Fα,β,ν,µ (n) = ν2β2

a∫
0

x2ν−2α−1Jα,β,ν,µ (λnx) f(x)dx, (1)

Jα,β,ν,µ (x) = xαJµ(βx)
ν
, Jα,β,ν,µ (x) as defined in [6].

In this paper, form Dorta [1] the study is extended to FGHT of third kind.

2 Main Results

For FGHT the Sturm-Liouville problem [10] can be designed as(
∆α,β,ν,µ + λ2

)
y = 0, a ≤ x ≤ b, (2)

a1y(a) + a2y
′(a) = 0, b1y(b) + b2y

′(b) = 0 (3)

where ∆α,ν,µ = x−µν+α+1−2νDx2µν+1Dx−µν−α.
The general solution of the (2) is

y = ϕλ (x) = A (λ) Jα,β,ν,µ (λx) +B (λ)Υα,β,ν,µ (λx)
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or
y = ϕλn (x) = A (λn) Jα,β,ν,µ (λnx) +B (λn)Υα,β,ν,µ (λnx) (4)

where Jα,β,ν,µ (x) = xαJµ (βx
ν), Υα,β,ν,µ (x) = xαYµ (βx

ν) .
Let y = ϕn (x) be eigenfunctions of (2) (3), corresponding to non-zero eigenvalues
λn.
The orthogonality gives

β2ν2
a∫

0

x2ν−2α−1ϕm (x)ϕn (x) dx = 0; if m ̸= n.

β2ν2
b∫

a

x2ν−2α−1Jα,β,ν,µ (ax) Jα,β,ν,µ (ax) dx

=
b−2αJ2α,β,ν,µ (aλn)− a−2αJ2α,β,ν,µ (bλn)

2νπ2λn
4−2αJ2α,β,ν,µ (bλn)

; if m = n. (5)

β2ν2
b∫

a

x2ν−2α−1Jα,β,ν,µ (ax) Jα,β,ν,µ (ax) dx = 0; (6)

if ,m ̸= n.
The differential operator as in [2] given as

∆α,β,ν,µ = x−µν+α+1−2νDx2µν+1Dx−µν−α

= x2−2νD2 + (1− 2α)x1−2νD − x−2ν
{
(µν)

2 − α2
}
. (7)

Since ∆α,β,ν,µ is not self adjoint, , the operator

∆∗
α,β,ν,µ = x−α−νµDx2µν+1Dx−µν+α+1−2ν

= x2−2νD2 + (4ν − 2α− 3)x1−2νD − x−2ν
{
(µν)

2 − (α+ 1− 2ν)
2
}
. (8)

∆∗
α,β,ν,µ is called the adjoint operator of ∆α,β,ν,µ.

The main differentiation formulas for Jµ analogous to [7] follows as
d
dx

{
(λmx)

(µν+ν)
Jµ+1 (β(λmx)

ν
)
}

= νβ(λmx)
(µν+2ν)

x−1Jµ (β(λmx)
ν
) . (9)

d
dx

{
(λmx)

(−µν)
Jµ (β(λmx)

ν
)
}

= −νβ(λmx)
(−µν+ν)

x−1Jµ+1 (β(λmx)
ν
) (10)
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for x, y > 0. By combining (9) and (10), it can be easily inferred

∆α,β,ν,µ,x Jα,β,ν,µ (λmx) = −λ2
m Jα,β,ν,µ (λmx) (11)

for x > 0.

Jµ(x) ≈
(

2

πx

)1/2

[P −Q]. (12)

Here

P = cos

(
x− 1

2
µπ − 1

4
π

) ∞∑
m=0

(−1)
m
(µ, 2m)

(2x)
2m

and

Q = sin

(
x− 1

2
µπ − 1

4
π

)
(−1)

m
(µ, 2m+ 1)

(2x)
2m+1 .

ϕλn
(x)

= Jα,β,ν,µ (λnx)Yα,β,ν,µ (λna)− Jα,β,ν,µ (λna)Yα,β,ν,µ (λnx) . (13)

3 FGHT of third kind

From [3] and by virtue of (6), the following Fourier-Bessel expansion is given by

f(x) =

∞∑
n=1

an ϕλn
(x) (14)

where

an =
2νλ4−2α

n π2J2α,β,ν,µ (bλn)

b−2αJ2α,β,ν,µ (aλn)− a−2αJ2α,β,ν,µ (bλn)
β2ν2

b∫
a

x2ν−2α−1ϕλn
(x) f(x)dx.

(15)

The convergence of the series (14) is straight forward and follows from [1].
Proposition 3.1. Expression (14) and (15) suggest to introduce the integral transform

Fα,β,ν,µ (n) =

b∫
a

x2ν−2α−1ϕλn
(x) f (x) dx (16)

called as FGHT of third kind [5].
Then the inversion formula is given by

f (x) =

∞∑
n=1

2νλn
4−2απ2β2ν2J2α,β,ν,µ (bλn)F2,α,β,ν,µ (n)ϕλn (x)[
b−2αJ2α,β,ν,µ (aλn)− a−2αJ2α,β,ν,µ (bλn)

] ;
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(17)

for n = 1, 2, 3, · · · .
Considering

J′α,β,ν,µ (xλn)Yα,β,ν,µ (aλn)− Y′
α,β,ν,µ (xλn) Jα,β,ν,µ (aλn)

=

[
− 2

π(xλn)
1−2α

]
Jα,β,ν,µ (aλn)

Jα,β,ν,µ (xλn)
. (18)

Let
ϕλn

(h) = (νβ)
4
h(2ν−2α−1)nJα,β,ν,µ (λnh) . (19)

The following operational rule satisfies for f (x) ∈ C2 (a, b), the differential equation
as in [5]

ℏα,β,ν,µ [ϕλn (h)] = (νβ)
4
λ2ν
n (ℏα,β,ν,µ) f (λ) . (20)

To define the FGHT convolution, we need to introduce FGHT translation.
Define

Dα,β,ν,µ (x) =

1∫
0

t−µν−α
{
νβt−1−2α+2νJα,β,ν,µ (λnx)

}
dt. (21)

Lemma 3.2. Property of the kernel Dα,β,ν,µ (x): Following analogous study [9] is es-
tablished.
For x > 0 and 0 ≤ t < 1, we have

1∫
0

νβtµν+αz−1−2α+2νJα,β,ν,µ (λnx)Dα,β,ν,µ (x, t) dt

= (νβ)
2
(xt)

−1−2α+2ν
Jα,β,ν,µ (λnx) . (22)

Proof. Here

Dα,β,ν,µ (x, t) = t−µν−αℏα,β,ν,µ
{
(νβ)

2
(xt)

−1−2α+2ν
Jα,β,ν,µ (λnx)

}
. (23)

ℏ−1
α,β,ν,µ

{
tµν+αDα,β,ν,µ (x, t)

}
= (νβ)

2
(xt)

−1−2α+2ν
Jα,β,ν,µ (λnx) . (24)

Proposition 3.3. The Plancherel formula for every f ∈ L2 (I) ,∫
I

|f (x)|2ν4β4x4ν−4α−2dx =

∫
I

|ℏα,β,ν,µf (λn)|2dα,β,ν,µ (λn) . (25)

Define the generalized translation operator T p, p ≥ 0 by the relation
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T pf (x) = pµν+αDµ,α,β,ν (x) . (26)

ℏ−1
α,β,ν,µ {pµν+αDµ,α,β,ν (λn)}

= (νβ)
2
(λnp)

−1−2α+2ν
(λnp)

α
Jµ [β(λnp)

ν
] . (27)

pµν+αDµ,α,β,ν (λn)

= ℏα,β,ν,µ (f) (λn)
{
(νβ)

2
(λnp)

−1−2α+2ν
Jα,β,ν,µ (λnp)

}
. (28)

ℏα,β,ν,µ (T pf) (λ) = ϕλ (p) ℏα,β,ν,µ (f) (λ) . (29)

ℏα,β,ν,µ (∆α,β,ν,µf) (λ)

= (−1) (νβ)
4 (

λ2ν
n

)
(ℏα,β,ν,µ) (f) (λ) . (30)

4 Plancherel equality and results

Lemma 4.1. For f ∈ W r
φ (∆α,β,ν,µ) ;∥∥∥T p (∆α,β,ν,µf) (x)− p(2ν−2α−1)n (∆α,β,ν,µf) (x)

∥∥∥2
2,α,β,ν,µ,n

=

1∫
0

(νβ)
2
p2(2ν−2α−1)n|Jα,β,ν,µ (λnp)− 1|2ℏα,β,ν,µ (f) (λn) d (λn) (31)

where r = 0, 1, 2, · · · .
Proof. From (30), we obtain

ℏα,β,ν,µ (∆α,β,ν,µf) (λ) = (−1) (νβ)
4 (

λ2ν
n

)
(ℏα,β,ν,µ) (f) (λ) . (32)

By using (20) and (29), we conclude that

ℏα,β,ν,µ (T pf −∆α,β,ν,µf) (λ)

=
{
ϕλ (p) + (νβ)

4 (
λ2ν
n

)}
(ℏα,β,ν,µ) (f) (λ) . (33)

ℏα,β,ν,µ (T pf −∆α,β,ν,µf) (λ)

= (νβ)
4
h(2ν−2α−1)n {Jα,β,ν,µ (λnh)− 1} (ℏα,β,ν,µ) (f) (λ) . (34)

Now by (30) and (34) and Plancherel equality, we have the results.
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5 Applications

For a finite interval, application of FGHT of third kind is demonstrated.

x2−2ν ∂
2v

∂x2
+ (1− 2α)x1−2ν ∂v

∂x
− x−2ν

{
(µν)

2 − α2
}
v − κ

∂v

∂t
= 0, (35)

a < x < b, t > 0 from [4].
Here consider V (n, t) = ℏα,β,ν,µ (v (x, t)).
Now (35) becomes

∆α,β,ν,µv − κ
∂v

∂t
= 0. (36)

By applying ℏα,β,ν,µ to (36)

−(νβ)
4
λn

2νV (n, t)− κ
∂

∂t
V (n, t) = 0,

whose solution is
V (n, t) = ℏα,β,ν,µ (n) e−

(νβ)4λn
2νt

κ , (37)

λn represents the nth positive zeros of the (37).

Jα,β,ν,µ(λnb)Yα,β,ν,µ(λna)− Jα,β,ν,µ(λna)Yα,β,ν,µ(λnb) = 0.

We may now invoke the inversion formula (17) gives as

v (x, t)

=

∞∑
n=1

{Jα,β,ν,µ(bλn)}22νλ4
nβ

2ν2e−
(νβ)4λn

2νt
κ ℏα,β,ν,µ (n) {ϕλn

(x)}[
b−2αJ2α,β,ν,µ (aλm)− a−2αJ2α,β,ν,µ (bλm)

] . (38)
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Abstract. In order have a better understanding of hydrological processes and the
availabil-ity of water resources, different hydrological modeling have been appied
to sim-ulate River Basin across the world. This paper presents the simulation of
rainfall runoff of Tlawng river sub-basin using remote sensing data, ArcGIS 10.3
and HEC-HMS modeling. Estimation of runoff has become an important issue
for proper management of watershed since water becomes scarce day-by-day due
to climate change and change in the environment. Surface runoff relies heavily on
rainfall, soil type and land use characteristics. The SCS-CN method was applied
to obtain curve number for the area of interest, which depends on soil type and
land use characteristics. Thematic layers such as soil map, drainage map, slope
map, flow accumulation map and land use/land cover (LULC) were generated in
GIS environment. HEC-HMS 4.2.1 was used to simulate the runoff. In the past,
the sub-basin under study has caused flood in Sairang which is near to Aizawl
(capital of Mizoram) and thus understanding the hydrological process in this sub-
basin has become very important.

Keywords: HEC-HMS, SCS-CN, flow direction, flow accumulation, GIS

1 Introduction

Rainfall-runoff model plays a significant role in watershed management and provide
better understandability of hydrological behavior for which different models have been
developed with varying parameters. Hydrological modeling is the most frequently used
tool for estimating and assessing the basin’s hydrologi-cal response. It enhances and
provide a better insight of hydrologic response to various watershed management prac-
tices [1]. HEC-HMS model simulates rain fall-runoff relation for dendritic watershed
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in space and time [2]. HEC-HMS model have been applied successfully for water-
shed modeling of different River basins [3] [4] Remote sensing has provided valuable
datasets to examine hydrolog-ical variables and morphological changes over large re-
gions at different spatial and temporal scales (e.g. MSR-E, TRMM, GSMAP, ASTER,
SAR and several others). Many researchers over the past 20 years have focused on satel-
lite image-ry applications in hydrology [5] [6] [7] [8] [9].

A GIS is a tool for collecting, storing, and analysing spatial and non- spatial data [10].
Various thematic layers can be generated by applying spatial analysis with GIS soft-
ware. These layers can then be integrated for identifying suitable sites for dam. In 2008,
GIS and remote sensing techniques were applied by Forzieri et al.[7] to assess the suit-
ability of sites for the installation of small dams for the purpose of water harvesting in
arid areas. The Soil Conservation Service (SCS) method is the most widely used ap-
proach for estimating surface runoff from small catchments after a rainfall event [11]. It
considers the relationship between land cover and hydrologic soil group, which together
makeup the curve number [12] [13]. Number of researchers applied the Soil Conserva-
tion Service (SCS) with Curve Number (CN) method, focusing on how much runoff
could be generated from a runoff area [14]. Several hydrological models in-corporate
the SCS-CN method for estimating storm runoff, including TOPMODEL [15], water-
shed modelling system [16], KINEROS [17], and SWAT [18]. Integrating these mod-
els/methods with advanced tools such as RS and GIS can enhance the accuracy and
precision of runoff prediction.

In this study, we use remote sensing data, ArcGIS and HEC-HMS model to simulate
runoff in Tlawng basin. The basin is divided into a number of smaller sub-basins and
we considered only one of the Tlawng watershed as the numbers of sub-basins were
many. We assigned a curve number to the selected basin using SCS-CN method.

2 Description of the study area

Tlawng river basin spreads in Kolasib, Mamit, Aizawl, Serchhip and Lunglei districts in
the state of Mizoram, India. The river flows in north – south direc-tion between 92◦ 32’
10” – 92◦ 50’ 23” east longitudes and 22◦49’58” – 24◦07’18” north latitudes (Fig.1)
with an area of about 1732.72 km2. It origi-nates in Zopuii hill near Zobawk village in
Lunglei districts at an elevation of about 1395 m above MSL (Fig.2). The river flows
in north-south direction over a length of about 234 km in Mizoram and joins the Barak
river in Cachar dis-trict of Assam state and has Tut and Teirei as the its major tributaries.
The area enjoys moist tropical climate with an average annual rainfall of about 250cm.

3 Material and Method

Topographic map at the scale of 1:50000 prepared by Survey of India (SOI) were used
for delineation of Tlawng watershed. The watershed code is 3C2A8 as per watershed
Atlas of India. Satellite image (IRS P6, LISS IV, MX, Geocoded) ASTER DEM was
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Fig. 1: Elevation map

Fig. 2: Slope map

used to generate LU/LC and hydrological soil group was ob-tained from LU/LC. Ar-
cGIS 10.3 was used to delineate the catchment area and this area has been divided into
46 sub-basins based on an automatic delineation procedure. A stream network was gen-
erated from DEM and digitized the LU/LC. Soil map of the catchment was rectified
in ERDAS Imagine 9.1 and the boundary of the different soil texture was digitized in
ArcGIS. In this study only one type of soil (loamy) which comes under the hydrologic
soil group B is found in the sub-basin. At the beginning of rainfall event, the relative
saturation of the soil is measured by Antecedent Moisture Condition (AMC) and plays
an important role in runoff process, it influences the infiltration process. In this study
AMC II (average condition) was considered. Rainfall data were collected from Depart-
ment of Agriculture, Government of Mizoram for the period 1986-2017 out of which
only the rainfall which causes flood was considered (1st – 14th June 2017). Curve num-
ber (CN) was obtained using SCS-CN method. These curve numbers along with rainfall
data were input into the HEC-HMS model to simu-late rainfall-runoff.

3.1 HEC-HMS

The Hydraulic Engineering Center - Hydrologic Modeling System (HEC-HMS) is a
semi -distributed hydrological model and provides run off simulation. The input data
to this model includes precipitation, evapotranspiration, runoff flow of the basin (for
calibration and validation), and geographical information of the basin, the model then
produced the simulated runoff. HEC-HMS model consists of a basin model, meteoro-
logical model, control specifications, and input data (time series data). The Basin model
for instance, contains the sub-basin and several other hydrologic elements and their
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connectivity that represent the movement of water through the drainage system. The
meteorological component is also the first computational element by means of which
precipitation in-put is spatially and temporally distributed over the river basin [2].

The SCS curve number method was chosen as infiltration loss model. The SCS (Soil
Conservation Service) unit hydrograph method was chosen for modeling the transfor-
mation of precipitation excess into direct surface runoff. Baseflow method was not em-
ployed and put Null. To model the reaches, the Muskingum routing model was em-
ployed.

3.2 Climatic condition

Mizoram experiences moist tropical climate, the temperature in summer ranges from
20 to 29◦C (68 to 84◦F) and gets warmer, most probably due to climate change, with
summer temperatures crossing 30◦C and winter temperatures ranging from 7 to 22◦C
(45 to 72◦F). During monsoon, the region received heavy rainfall mostly from May to
September with little rain in the dry (cold) season. The climate pattern is moist tropical
to moist sub-tropical, with average state rainfall 254 centimeters (100 in) per annum.
The capital of Mizoram (Aizawl), rainfall is about 215 centimeters (85 in) and in Lun-
glei, another major centre, about 350 centimeters (140 in).

Tlawng river has very good network of streams though 1st and 2nd order streams flow
at higher degree of slopes of about 15◦ – 30◦ and above at higher elevations. In the
Tlawng watershed the drainage density ranges between 7.77 to 10.38 km/km2.

4 Result and Discussion

In this study, the soil conservation service (SCS), design storm (Type II distri-bution)
was used for simulation of rainfall event. To calculate runoff for the study area (Sairang),
SCS Curve Number Loss method was used which com-putes incremental precipitation
during a storm by recalculating the infiltration volume for each time interval. The SCS
Unit Hydrograph method was used as a transform method where the hydrograph is
scaled by the lag time to produce unit hydrograph. The curve number obtained using
SCS-CN method was 69.

The total area of the sub-basin (Sairang) under study was found to be 5.28 sq. Km and
other physical parameters are mentioned in Table (1).

5 Conclusion

Tlawng sub-basin was modeled using HEC-HMS and ArcGIS for determining the hy-
drologic parameters and to compute peak discharge by using SCS-CN method.

This paper presents a method for computing the CN values by integrating soil map and
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Table 1
Sl.No Parameter Measurement

1 Perimeter 32.09 km
2 length 9 km
3 Mainstream length 10.07 km
4 Total stream length 464.78 km
5 Stream gradient 0.007 m/m
6 Slope 0.05 m/m
7 Drainage density 88 km/km2

land use characteristics. The determination of the CN values plays a significant role
to the successful SCS-CN modeling. To establish the effective-ness of this approach,
runoff is simulated under 70 mm precipitation for the study area. The result demon-
strated that the SCS-CN method is effective and ef-ficient. The date of peak discharge
happens to be the starting date of flood and thus SCS-CN with HEC-HMS is effective
and reliable.
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Abstract. The growth of internet has introduced different types of services which 

includes actuators and sensors proving remarkable and outstanding 
performances. It is found that the greatest current issue in IoT field is to obtain 
an easy and a safe access control scheme for the large amount of data that is being 
managed in the IoT services. The main fundamental features of security used in 
the web applications and internet are Authorization and Authentication. By 
providing the appropriate security functionality level to the IoT environment 
proves to be a logical improvement and also it decreases the possibility of illegal 
access to private information. So, a study of adaptation of previously established 

as well as systematic authorization along with authentication techniques is worth 
examining. This study describes how the machine learning approach of data 
masking along with the User Managed Access (UMA) can be proved useful for 
securing patient’s medical information in an IoT environment. 

Keywords: Security, Iot, Data masking, Encryption 

1   Introduction 

The Internet of Things also known as IoT is an encouraging model that integrates 

several communication and technical solutions. The IoT is defined as a field in which 

each physical object is to be connected at anytime and at any place with the help of 

internet and to be able in identifying these devices to other devices. In the current era 

there have been remarkable advances in the field of IoT. According to a survey which 

estimated that there is an increase in connected devices over the years and the results 

are surprising. It is listed in the table as follows.  

 
           Figure 1. Rise in the number of connected devices over the years. 

 

    In the recent days, as information technology is developing, it is making rapid 
improvements in the branch of medical study. Paper based systems are no longer of use 

and are now taken place by computerized techniques. Taking into consideration the 

improvement in medical research, large amounts of medical data needs to be managed 
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transparently and cost-effectively.[5].With the rapid improvement in the field of 

medical research, there are new emerging technologies to help work faster with large 

amounts of data. Such data includes patient’s medical records, treatment factors and 

diagnosis having security risks associated with it.  

The various security issues discussed so far in the recent years are, in 2016 it was 

observed that the health data of about 35,000 people in a pathology laboratory in the 

state of Maharashtra was leaked. The data notably included the EMRs (electronic 

medical records). Similarly in 2017 at the Augusta University Medical Centre the 
organization has been hit with a successful phishing attack for the second time. From 

the year 2017 of April up to the year 2018 of June about total of twenty two thousands 

of Indian websites consisting of one hundred and fourteen portals of government were 

being hacked, according to government data. The figure below depicts the different 

security challenges. [10].    

 
Figure 2. Security challenges 

 
 In the whole electronic health and electronic related health care use cases, a huge 

improved and well developed advantages are brought for the encouraging Internet of 

Medical Things that is IoMT also known as the Internet of Health care Things (IoHT). 

It is estimated that the duration from the year 2017 until the year 2022 shall be most 

significant before 2020. From the year 2017 up to the year 2022, improvement in 

applications of health care in internet of things is definitely assured for accelerating as 

the Internet of Things is a basic concept in the transformation of the digital world of 

industry related to health care and different stake holders are improving efforts on large 

scale. Internet of things ranks third in the development of implementation, a total of 

about sixty percent of the institutes introduced the internet of things connected 

devices.[3]. There are a lot many IoT applications and within those health care system 
is considered as one of the most significant challenges in the present world. The various 

IoT health care services and applications are listed as below. 
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Figure 3. IoT healthcare services and applications 

 

  
 

153147



2 Related Work 
 

(AAL) framework is designed which is one among the huge applications in internet of 
things. The main aim of this framework is to focus the challenges and issues so as to 

provide security and safety while accessing sensitive health data. The AAL framework 

considers privacy preservation and multi-level access. The framework designed focuses 

on two major points- (a) Data collection from biometric sensors and ambient sensors 

for performing recognizing of activity at top level(b) Securing the collected private 

health care data with the help of effective access control[1].On the basis of smartphone 

monitoring of pressure of blood pressure application is developed and evaluated. The 

technique developed is based on the measurement of the time when the valve of aortic 

opens and pulse after arriving a particular site of arterial. Seismo used here is based on 

Seismo cardiography (SCG) which makes use of the vibration that is caused by the 

movement of valve activities and the blood as the beating of heart occurs which allows 

for the accurate measuring of aortic valve opening time [2]. 
The proposed system integrates devices of IoT in a system of control of access that 

is being developed for services on basis of web by designing some internet of things 

communication components. The protocol used is transport of telemetry of queuing of 

message (MQTT) protocol. The scheme of control of access is user managed access 

system on that tests have been carried out. The energy consumption overhead is finally 

evaluated [3]. A novel access control architecture is being proposed for improving 

management of policy authentication in a huge system of health care by decreasing the 

number of policies by giving access control of fine grained manner. Fine grained access 

control architecture is developed combining RBAC, ABAC, and CapBAC with all their 

advantages gathered and attributes are being used for role membership, evaluating 

conditions in permissions and capability parameterisation [4]. 
The health related data are gathered from different monitoring medical devices. Also 

some of the data is taken from the patients itself. Finally the sensitive data is then 

secured by encryption for the purpose of transmission ad it also provided with the 

prevention of security attacks and threats and also for secured transmission [5]. A 

secure and smart health care information system is being designed using advanced 

security mechanisms and machine learning for handling big data of medical industry. 

Masking of data of data security and primary layer provides confidentiality of data by 

carrying out encryption [6]. 

Security provided and light network of sensor of body weight is proposed on basis 

of IoT for the purpose of cloud health care surroundings so as to mark weaknesses that 

are found in the schemes investigated previously. The proposed system of network of 

body area consists of four main parties in the scheme as senor of body, reader that is 
personal, reader that is medical and server of cloud related to medical [7]. The proposed 

system mainly focuses on securing health care personal data by making of a fog 

computing facility in a cloud environment. The DMBD are being utilized by honey pot 

and stored in fog. The OMBD are being stored privately in cloud [8]. 

The various security requirements are analyzed that are being used in a number of 

different health care system [9]. It proposes a smart gateway that provides protection to 

the entire system by making use of changed protocol of identity of host for exchange 

of diet (HIPDEX) which is a protocol for exchange of key. Due to the need of storage 

of data IBM Bluemix was used for clouding [10]. The proposed work is based on the 
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comparison of AES and MASK algorithm. It is compared in the number of times of 

encryption that takes place, confusion, scattering and attack that are statistical. The 

results are obtained using Xilinx Virtex 5 xc5vlx50t FPGA [11]. In the proposed 

system, the protocol of authorization of web (OAuth) is used combing accompanied by 

the user managed access (UMA). It may prove useful internet of things environment 

for the purpose of bringing WebScale authorization services in the IoT World. The 

entities described here are the owner of resource, server of resource, server of 

authorization, requesting party and of client. It centralizes the administration of entire 
process in a service of cloud [12]. 

A system is developed that protects privacy of patients and their data by non removal 

of sensitive attributes. It is also allowing for the analysis of top level of data using the 

data that is masked. Here, single values of level of record are changed [13].  

 

 

3 Proposed Work 

 
       Handling large amounts of medical records of patient can be a difficult task for the 

large organizations. Also these sensitive information can be leaked and manipulated for 

various illegal and promotional purposes by the malicious users. So there's a need that 

the sensitive information should be properly managed and controlled by the patient as 

well as trusted entities in order to avoid such circumstances. As well as patient and 
other assigned authorities should be able to give authority  to other users of the 

organization so that the patients may not face any issues in their treatment even in future 

when they are not the part of the particular organization. Also it will be helpful in future 

to other patients who needs to use the approach to keep themselves secure. Using data 

masking technique the sensitive data needs to masked appropriately as well as UMA 

approach needs to be designed in such a way that allows proper defined user access and 

overcome the existing security attacks by finally presenting the resulted outcomes by 

performing data visualization and analysis. 

      For this purpose, we need to apply data masking to secure sensitive information. A 

system needs to be designed for centralizing the authorization process for distributed 

resources. The system should be designed in such a way to meet the design principles. 

On the data appropriate data visualisation and analysis should be performed by using 
statistical graphs. There must be improved clinical decision making. 

     In the figure below we represent our proposed system architecture. It is simulated 

on Cooja which is the Contiki network simulator. Contiki is an open operating system. 

It uses Contiki programming language. Instant Contiki is an Ubuntu Linux Virtual 

Machine and it runs in VMWare player which consists of the Contiki and all the 

compilers, simulators and development tools that is used in Contiki development 

installed. It is composed of the following components, a blood pressure monitoring 

device named Omron HEM-7124 BP Monitor, creating database file for gathered 

information, and an authentication protocol named Needham Schroeder. The 

architecture is divided into three phases. It is as follows. 

Phase I- The first phase is of data collection. The blood pressure monitoring device 
named Omron HEM-7124 BP monitor is used for collecting patients’ data which 

records systolic blood pressure, diastolic blood pressure and the pulse rate. It is an upper 

arm BP monitor device, has a LCD display, number of batteries required are four. It 
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has Minimum Pressure Measurement Range 0 mmHg, Maximum Pressure 

Measurement Range 299 mmHg, Minimum Pulse Measurement Range 40 beats/min, 

Maximum Pulse Measurement Range 180beats/min, Pulse Measurement Accuracy 

plusmn 5% of reading, Pressure Measurement Accuracy plusmn 3 mmhg. The data of 

seven patients is collected including patients’ ID, Diastolic Blood Pressure, Systolic 

Blood Pressure and pulse rate. The data collected is stored in contiki files of each patient 

separately. 

Phase II- The second phase consists of securing the data and storing it. The gathered 
data is first masked using algorithm of data masking named kd tree algorithm. The 

values are swapped using pseudo code for swapping. It is as follows. 

 

    set a 89     #day 1 original DP of first patient 

    set b 74     #day 1 swapped DP of first patient 

    swap a b  

    puts "a is $a b is $b"  

 

The dataset is as follows which contains both the original as well as swapped 

values. 

 

 
 

 
Table 1. Dataset 

 

 

The data partitioning of the values after applying pseudo code is shown below. 
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Fig 4. Data Partitioning 

 

After the values are swapped it is again stored in contiki files of individual patient. 

    Further it is being encrypted using AES algorithm . The masked data is being stored 

on the database file which is secured with username and password. On this data 

authorization and authentication is being carried out with the help of Needham 

Schroeder Protocol.  
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Phase III- The third phase consists of authentication and authorization roles for 

accessing information. Needham Schroeder Protocol is used for this purpose. The roles 

are being assigned for different entities. The role of entities includes such as patients, 

doctor and specialist . This protocol is based on the symmetric key encryption and it is 

the basis of Kerberos protocol. The aim of this protocol is establishing a session key 

between two parties on a network for protecting further communication. It is based on 

the public key cryptography and for providing mutual authentication between two 

parties communicating on a network. For the purpose of communicating between 
doctors and specialists, there is trusted middle man server S. If the doctor want to have 

a communication with the specialist, then he needs to communicate with the middle 

man server named as S stating that I wants to communicate with the specialist. A 

=Doctor, B = Specialists, sk (AS) = symmetric key recognizable by the doctor and the 

middle man server “S”, sk (BS) = symmetric key recognizable by the specialist and the 

middle man server “S”, non (A) = Nonce created by Doctor, non (B) = Nonce created 

by Specialist, sk(S) =symmetric key or session key created by the server named “S” for 

both the doctors and the specialists. Nonce is an arbitrarily created string that has 

validation for limited period of time. For preventing the replay attacks use of nonce is 

done in protocols used for encryption. Considering an example, if a person captures a 

packet while communication is being taken place between a shopping website and me, 

he or she can again send the packet without carrying any decryption process on it, in 
such a way that the server accepts the packet and carries out operations on it. In order 

to prevent this the arbitrarily generated value called as nonce is being added to the data 

making it convenient for the server to check whether the nonce is expired or is valid for 

some time. Symmetric keys of both the specialist and doctor are being shared with the 

middle man server named “S”. Also symmetric keys of any other entity present in the 

network is also being shared with the middle man server “S”. The communication is 

carried out in following manner.         

Message (1): Firstly Doctor wants to communicate with the Specialist so he sends 

the message to server stating I want to communicate with the specialist. A           S 

[This message consists of non (A) as well as A and B]. Message (2): Message 2 

containing sk(S) is sent back to Doctor by the Server “S”, along with it also one copy 
of sk(S) that is being encrypted with sk (BS) is being sent by Doctor to Specialist. 

Message (3): Doctor then forwards to Specialist the copy of sk(S) and then the 

Specialist can decrypt it with the help of the key as it was being encrypted by the middle 

man server with the help of Specialist’s symmetric key sk (BS). Message (4): At this 

stage, Specialist sends a nonce value back to the Doctor that is being encrypted with 

sk(S) in order to provide confirmation that he is having the symmetric key or the session 

key that is being provided by the middle man server. Message (5): Doctor conducts on 

the nonce an easy experiment that is being given by the Specialist and sends it again to 

the Specialist just to verify Doctor has the key. The overall operation is carried out in 

the following manner. 
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Fig 5. System Architecture 

 

-Securing data- Apply kd tree data masking algorithm and AES (Advanced 

Encryption Standard) algorithm. 

-Database application- Database file created which stores all the patients data. 

-Authentication & Authorization application- Needham Schroeder protocol used for 

assigning roles to entities and grant permissions. 

-Assigning Roles- Roles are assigned as Patients, Doctor and Specialist.  
 

Conclusion 

The IoT in Health care is proving tremendous growth. It is are remarkably increasing 
across different specific Internet of Things use cases. It is also observed that use cases 

of IoT are increasing tremendously as well as the reality connecting health care is 

moving rapidly although the obstacles exist. This paper discusses about IoT health care 

scenarios. The various techniques are addressed along with their limitations. Data 

masking technique is used here for protecting patient’s medical information and a User 

Managed Access approach is designed for defining various rights of accessing the 

personal information. 
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1 Introduction

The notion of Fuzzy set plays an important role in Mathematics since 1965. Atanassov
[1] generalized this concept into intuitionistic fuzzy set in 1983. Since then so many
authors [2] [3] [4] [5] [6] [7] [8] and [9] are concentrating as well as developing the
concepts like algebraic laws of IFSs, basic operations on IFSs, and modal operators of
IFSs etc.In section three of this paper, we have established various interesting results
using the modal logic operators over some newly defined operations namely A ∗ B,
A�B, A ./ B , A∞B, ACB and ABB where A and B are two intuitionistic fuzzy
sets.

2 Preliminaries

Definition 2.1 [10] Let X be a nonempty set. A fuzzy set A drawn from X is defined
as A={≺ x, µA(x) �: x ∈ X},where µA : x → [0, 1] is the membership function of
the fuzzy set A. Fuzzy set is a collection of objects with graded membership i.e. having
degrees of membership.

Definition 2.2 [2] Let X be a nonempty set. An intuitionistic fuzzy set A in X is
an object having the form A={≺ x, µA(x), νA(x) �: x ∈ X},where the functions
µA, νA : x → [0, 1]define respectively, the degree of membership and degree of non-
membership of the element x ∈ X to the set A, which is a subset of X, and for every
element x ∈ X ,0 ≤ µA(x) + νA(x) ≤ 1.
Furthermore, we have πA(x)= 1-µA(x)-νA(x) called the intuitionistic fuzzy set index
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or hesitation margin of x in A.πA(x) is the degree of indeterminacy of x ∈ X to the
IFS A and πA(x) ∈ [0, 1] that is πA : x→ [0, 1] and 0 ≤ πA(x) ≤ 1 for every x ∈ X .
πA(x) expresses the lack of knowledge of whether x belongs to IFS A or not.

Definition 2.3 [2] Let A,B be two IFSs in X. The basic operations are defined as
follows:

1. A ⊆ B ⇐⇒ µA(x) ≤ µB(x)andνA(x) ≥ νB(x),∀x ∈ X .
2.A = B ⇐⇒ µA(x) = µB(x)andνA(x) = νB(x),∀x ∈ X .
3. Ac = {≺ x, νA(x), µA(x) �: x ∈ X}.
4. A ∪B = {≺ x,max(µA(x), µB(x)),min(νA(x), νB(x)) �: x ∈ X}.
5. A ∩B = {≺ x,min(µA(x), µB(x)),max(νA(x), νB(x)) �: x ∈ X}.
6. A⊕B = {≺ x, (µA(x) + µB(x)− µA(x)µB(x)), νA(x)νB(x) �: x ∈ X}.
7. A⊗B = {≺ x, µA(x)µB(x), (νA(x) + νB(x)− νA(x)νB(x)),�: x ∈ X}.
8. A−B = {≺ x,min(µA(x), νB(x)),max(νA(x), µB(x)) �: x ∈ X}.
9. A4B = {≺ x,max[min(µA(x), νB(x)),min(µB(x), νA(x))],
min[max(νA(x), µB(x)),max(νB(x), µA(x))] �: x ∈ X}.
10. A×B = {≺ x, µA(x)µB(x), νA(x)νB(x) �: x ∈ X}

Definition 2.4 [2] Let X be a nonempty set. If A is an IFS drawn from X, then,
(i) �A= {≺ x, µA(x), 1− µA(x) �: x ∈ X}
(ii) ♦A= {≺ x, 1− νA(x), νA(x) �: x ∈ X}

For a proper IFS, �A ⊂ A ⊂ ♦A and �A 6= A 6= ♦A.

3 Some proposed operations in IFS

Definition 3.1 Let X be a nonempty set. If A and B be two IFSs drawn from X, then,

(i) A ∗B = {≺ x, µA(x)+µB(x)
2(µA(x)+µB(x)+1) ,

νA(x)+νB(x)
2(νA(x)+νB(x)+1) �: x ∈ X}

(ii) A�B = {≺ x, µA(x)µB(x)
2(µA(x)µB(x)+1) ,

νA(x)νB(x)
2(νA(x)νB(x)+1) �: x ∈ X}

(iii) A ./ B = {≺ x, µA(x)+µB(x)
2(µA(x)+µB(x))+1 ,

νA(x)+νB(x)
2(νA(x)+νB(x))+1 �: x ∈ X}

(iv) A∞B = {≺ x, µA(x)µB(x)
2(µA(x)µB(x))+1 ,

νA(x)νB(x)
2(νA(x)νB(x))+1 �: x ∈ X}

(v) ABB = {≺ x, µA(x)+µB(x)
µA(x)+µB(x)+1 ,

νA(x)+νB(x)
νA(x)+νB(x)+1 �: x ∈ X}

(vi) ACB = {≺ x, µA(x)µB(x)
µA(x)µB(x)+1 ,

νA(x)νB(x)
νA(x)νB(x)+1 �: x ∈ X}

Here, A ∗B, A�B, A ./ B, A∞B, ABB, and ACB are all intuitionistic fuzzy sets.

Theorem 3.2 Let X be a nonempty set. If A and B be two IFSs drawn from X, then,

(a) �(A ∗B) ⊂ (�A) ∗ (�B)
(b) ♦(A ∗B) ⊃ (♦A) ∗ (♦B)
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(c) �(A�B) ⊂ (�A)� (�B)
(d) ♦(A�B) ⊃ (♦A)� (♦B)
(e) �(A ./ B) ⊂ (�A) ./ (�B)
(f) ♦(A ./ B) ⊃ (♦A) ./ (♦B)
(g) �(A∞B) ⊂ (�A)∞(�B)
(h) ♦(A∞B) ⊃ (♦A)∞(♦B)
(i) �(ABB) ⊂ (�A)B (�B)
(j) ♦(ABB) ⊃ (♦A)B (♦B)
(k) �(ACB) ⊂ (�A)C (�B)
(l) ♦(ACB) ⊃ (♦A)C (♦B)

Proof: (a) L.H.S = �(A ∗B)

= ≺ µA(x)+µB(x)
2(µA(x)+µB(x)+1) , 1−

νA(x)+νB(x)
2(νA(x)+νB(x)+1) �

= ≺ µA(x)+µB(x)
2(µA(x)+µB(x)+1) ,

νA(x)+νB(x)+2
2(νA(x)+νB(x)+1) �

Again R.H.S = �A ∗�B
≺ x, µA(x), 1− µA(x) � ∗ ≺ x, µB(x), 1− µB(x) �
= ≺ µA(x)+µB(x)

2(µA(x)+µB(x)+1) ,
2−νA(x)−νB(x)

2(3−νA(x)−νB(x)) �
Thus the result follows.
Similarly (b) to (l) can be proved.

Remark 3.3 Let A and B be two IFSs in a nonempty set X. Then

(a) �(A ∗B) 6= (�A) ∗ (�B)
(b) ♦(A ∗B) 6= (♦A) ∗ (♦B)
(c) �(A�B) 6= (�A)� (�B)
(d) ♦(A�B) 6= (♦A)� (♦B)
(e) �(A ./ B) 6= (�A) ./ (�B)
(f) ♦(A ./ B) 6= (♦A) ./ (♦B)
(g) �(A∞B) 6= (�A)∞(�B)
(h) ♦(A∞B) 6= (♦A)∞(♦B)
(i) �(ABB) 6= (�A)B (�B)
(j) ♦(ABB) 6= (♦A)B (♦B)
(k) �(ACB) 6= (�A)C (�B)
(l) ♦(ACB) 6= (♦A)C (♦B)

Example 3.4 We consider A =≺ .7, .2, .1 � and B =≺ .6, .2, .2 � .
Here

(a) �(A ∗B) =≺ .2826, .7174 � , �A ∗�B =≺ .2826, .2058 �
(b) ♦(A ∗B) =≺ .8572, .1428 � , ♦A ∗ ♦B =≺ .3076, .1428 �
(c) �(A�B) =≺ .1478, .8522 � , �A��B =≺ .1478, .8522 �
(d) ♦(A�B) =≺ .9808, .0192 � , ♦A� ♦B =≺ .1951, .0192 �
(e) �(A ./ B) =≺ .3611, .6389 � , �A ./ �B =≺ .3611, .2916 �
(f) ♦(A ./ B) =≺ .7778, .2222 � , ♦A ./ ♦B =≺ .3809, .2222 �
(g) �(A∞B) =≺ .2282, .7718 � , �A∞�B =≺ .2282, .0967 �
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(h) ♦(A∞B) =≺ .9630, .0370 � , ♦A∞♦B =≺ .2807, .0370 �
(i) �(ABB) =≺ .5652, .4348 � , �AB�B =≺ .5652, .4117 �
(j) ♦(ABB) =≺ .7143, .2857 � , ♦AB ♦B =≺ .6153, .2857 �
(k) �(ACB) =≺ .2957, .7043 � , �AC�B =≺ .2957, .1071 �
(l) ♦(ACB) =≺ .9616, .0384 � , ♦AC ♦B =≺ .3902, .0384 �

Corollary 3.5 Let X be a nonempty set. If A and B be two IFSs drawn from X, then,

(a) �(A ∗B) ⊂ (A ∗B) ⊂ ♦(A ∗B)
(b) �(A ∗B) 6= (A ∗B) 6= ♦(A ∗B)
(c) �(A�B) ⊂ (A�B) ⊂ ♦(A�B)
(d) �(A�B) 6= (A�B) 6= ♦(A�B)
(e) �(A ./ B) ⊂ (A ./ B) ⊂ ♦(A ./ B)
(f) �(A ./ B) 6= (A ./ B) 6= ♦(A ./ B)
(g) �(A∞B) ⊂ (A∞B) ⊂ ♦(A∞B)
(h) �(A∞B) 6= (A∞B) 6= ♦(A∞B)
(i) �(ABB) ⊂ (ABB) ⊂ ♦(ABB)
(j) �(ABB) 6= (ABB) 6= ♦(ABB)
(k) �(ACB) ⊂ (ACB) ⊂ ♦(ACB)
(l) �(ACB) 6= (ACB) 6= ♦(ACB)

Proof: (a), (c), (e), (g), (i) and (k) can be proved by using the definitions 2.4 and 3.1.
For (b), (d), (f), (h), (j) and (l), we consider the following example.
Let A =≺ .7, .2, .1 � and B =≺ .6, .2, .2 � .
Then,
�(A ∗B) =≺ .2826, .7174 � , (A ∗B) =≺ .2826, .1428 �
and ♦(A ∗B) =≺ .8572, .1428 �.
�(A�B) =≺ .1478, .8522 � , (A�B) =≺ .1478, .0192 �
and ♦(A�B) =≺ .9808, .0192 �.
�(A ./ B) =≺ .3611, .6389 � , (A ./ B) =≺ .3611, .2222 �
and ♦(A ./ B) =≺ .7778, .2222 �.
�(A∞B) =≺ .2282, .7718 � , (A∞B) =≺ .2282, .0370 �
and ♦(A∞B) =≺ .9630, .0370 �.
�(ABB) =≺ .5652, .4348 � , (ABB) =≺ .5652, .2857 �
and ♦(ABB) =≺ .7143, .2857 �.
�(ACB) =≺ .2957, .7043 � , (ACB) =≺ .2957, .0384 �
and ♦(ACB) =≺ .9616, .0384 �.

Theorem 3.6 Let X be a nonempty set. If A and B be two IFSs drawn from X, then,

(a) �[(A ∗B)C ] = [♦(A ∗B)]C

(b) �[(A�B)C ] = [♦(A�B)]C

(c) �[(A ./ B)C ] = [♦(A ./ B)]C

(d) �[(A∞B)C ] = [♦(A∞B)]C

(e) �[(ABB)C ] = [♦(ABB)]C
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(f) �[(ACB)C ] = [♦(ACB)]C

Proof: L.H.S = [(A ∗B)C ]

≺ νA(x)+νB(x)
2(νA(x)+νB(x)+1) ,

µA(x)+µB(x)
2(µA(x)+µB(x)+1) �

Now, �[(A ∗B)C ] =≺ νA(x)+νB(x)
2(νA(x)+νB(x)+1) , 1−

νA(x)+νB(x)
2(νA(x)+νB(x)+1) �

Again, R.H.S = [♦(A ∗B)]

= ≺ 1− νA(x)+νB(x)
2(νA(x)+νB(x)+1) ,

νA(x)+νB(x)
2(νA(x)+νB(x)+1) �

Therefore, [♦(A ∗B)]C =≺ νA(x)+νB(x)
2(νA(x)+νB(x)+1) , 1−

νA(x)+νB(x)
2(νA(x)+νB(x)+1) �

Hence the proof.

Theorem 3.7 Let X be a nonempty set. If A and B be two IFSs drawn from X, then,

(a) ♦[(A ∗B)C ] = [�(A ∗B)]C

(b) ♦[(A�B)C ] = [�(A�B)]C

(c) ♦[(A ./ B)C ] = [�(A ./ B)]C

(d) ♦[(A∞B)C ] = [�(A∞B)]C

(e) ♦[(ABB)C ] = [�(ABB)]C

(f) ♦[(ACB)C ] = [�(ACB)]C

Proof: Obvious.

4 Conclusion

We have established some interesting properties on intuitionistic fuzzy sets using modal
operators.The results which are achieved in this paper will undoubtedly develop the
literature. These will be very helpful for studying other new topics of IFSs in future.
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Abstract. Classifiers learning with imbalanced dataset is often a challenging
problem in machine learning and data mining. This issue occurs when one class
consist of highly outnumbered samples whereas other contains only few. This
causes traditional machine learning algorithm to be bias towards majority class.
Synthetic Minority Over-sampling Technique has been the efficient method which
aims to rebalance the class distribution. But this method has some bottleneck that
after creating synthetic samples of minority class, it causes more overlapping re-
gions in the areas near to class boundaries with other class samples. This tend to
cause large number of samples near class boundaries to become noisy samples.
Our objective is to tackle class imbalance by manipulating this noisy samples
by retaining each minority samples within this overlapping regions. We propose
SMENN approach which is extension of SMOTE algorithm aims to deal with
these noisy samples by considering the relative distance with every other samples
and remove them. We carried out our experiment of SMENN approach on two
extremely imbalance real world datasets and compared with existing SMOTE al-
gorithm and other state of the art techniques which has been deployed popularly
across imbalance domain. Experimental results demonstrate that SMENN is sur-
passing over existing SMOTE and its other generalization with other resampling
techniques.

Keywords: Class Imbalance · Machine Learning · Data Preprocessing.

1 Introduction

Classification is an important task in many machine learning problems. Traditional ma-
chine learning algorithm performs better for binary or multi-class classification by as-
suming the balanced class distribution within dataset. Performance of these classifiers
are starting to hinder when exposed to imbalance datasets where one class is particularly
outnumbered than others. This uneven or skewed distribution leads to the phenomenon
of class imbalance. Various machine learning algorithms perform bias towards majority
class by ignoring the minority class or simply considering them as noisy observations
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[2][10]. This issue receives lot more attention as many real world problems started to
suffer from class imbalance. Some popular real world case studies are fraud detection,
medical diagnosis, software defects, natural disaster etc [10][13]. These case studies
are highly imbalance as consist of occurring rare events very infrequently. Therefore it
becomes difficult to predict future observation based on very less available information
about rare events. Also these are some case studies have higher risk of misclassification
and failing to predict rare events. Predicting the future occurrence of rare event based on
very less available information is a concept of interest in class imbalance problems [13].

In recent decade, most of the solutions to class imbalance problem is by developing
a way through re-sampling the original distribution or deploying ensemble based classi-
fiers [1][2][3][15]. There are data level as well as algorithm level solutions for the class
imblance problen as given in various studies [1][2][3]. Data level approaches involves
random undersampling of majority class, random oversampling of minority class, syn-
theric generation of samples through SMOTE etc [20]. These are most popular tech-
niques used for addressing the class imbalance problem as they are very simple, easy to
use and does not require complex domain knowledge. RUS(Random Under-Sampling)
and ROS(Random Over-Sampling) approaches have drawbacks as they cause model to
become underfitted or overfit to training dataset as well as loss of important informa-
tion because of randomness [1]. On the other hand, some studies involves introduction
of ensemble techniques or combination of this ensemble techniques with resampling
methods [17]. Bagging & boosting are some very popular ensemble approaches and are
used independently or with combination of resampling techniques and proposes new
frameworks such as SMOTEBoost [10], RUSBoost [1], SMOTEBagging etc [3][6].

Literature review shows that class imbalance itself is not a reason behind perfor-
mance degradation of the algorithms [2], but there are certain factors regarding data
distribution. When these factors are subjected to class imbalance, it becomes more com-
plex issue to solve. Nature of class imbalance problem consist of several factors such as
class separability, small sample size, within class imbalance or small disjuncts etc [5].
Existing SMOTE technique has been an efficient sampling technique for minority sam-
ples. This method avoids model from being overfitted as it creates synthetic samples
instead of replicating the existing samples. It also provide a lot of variability for ad-
ditionally generated synthetic samples of minority class. The SMOTE algorithm has a
bottleneck, it produces overlapping regions of minority class samples within the region
of majority classes. This results in categorizing most of the minority class observations
as noise samples which diminish classifiers abilities to perform accurate classification.
Each minority samples is very important for classification and predicting the rare events
within originally imbalance data.

This paper proposes an approach called SMENN (SMOTE + Edit Noisy Neighbor
of majority class) to overcome the limitation of existing SMOTE algorithm. SMENN is
a extension of SMOTE algorithm and takes advantage of existing SMOTE alggorithm
for creating synthetic samples of minority class by convex combination of nearest mi-
nority neighbor. This will be useful for resampling and balancing distribution of classes.
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After this step, we perform selective undersampling on those majority class samples
which belongs to overlapping regions. It was found that reducing this overlapping re-
gions is possible by removing noisy majority samples and retaining each minority sam-
ples in this region. We have large number of majority samples in original distribution
of data, therefore removal of these noisy samples would not causes significant perfor-
mance degradation for majority class. This is because most of majority class infor-
mation can be obtain from safe samples of these class. Information or patterns within
minority samples is our concept of interest. Further we make use of fully connected feed
forward neural network for classification. The proposed over-under sampling strategy
enhances the performance of neural network classification on imbalanced datasets.

The rest of the paper is organized as follows. Section II provides literature survey
of various data level as well as ensemble approaches. In section III, brief overview and
architecture of proposed system is given. Section IV presents the implementation and
experimental work. Section V describes various evaluation metrics used for evaluating
proposed model performance. Section VI describes results and outcome of the proposed
system. Finally this paper is concluded with observation we have drawn from research
and experimental work.

2 Preliminaries

We have reviewed various contemporary research papers which includes state of the
art techniques to deal with imbalance distribution of classes. Most of the approaches
proposed to handle class imbalance can be categories into following four categories or
combination of these categories.

1. Handling class imbalance by manipulating class distribution using re-sampling ap-
proaches.

2. By Selecting & extracting efficient features from original data set to obtain optimal
classification results.

3. Manipulating single classifier or combination of classifiers using bagging, boosting
techniques to obtain best estimator classifier results.

4. Using cost sensitive learning approaches to reduce misclassification costs for mi-
nority class.

2.1 Resampling Techniques

Re-sampling techniques are the most popular solutions used by many researchers for
overcoming class imbalance problem in their experimental work. There are two reasons
for the popularity of these techniques. First, these techniques are easy and simple to
implement. Second, it does not require deep knowledge of machine learning domain as
we can simply apply classifiers on resampled data. Random UnderSampling (RUS) [1],
Random Over Sampling (ROS)[2] and SMOTE [12] are the most common resampling
techniques used under this category. RUS is non-heuristic method that randomly elim-
inates samples of majority class to equalize the class distribution [3]. It is one of the
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simplest method to execute on skewed distribution. It is an efficient method for some
dataset. however, it would not work consistently with every dataset as this is a random
method and may lead to loss of crucial samples of majority class. It may cause loss of
important patterns from data and thus model tend to become underfit to train dataset
[8][25][26]. There are some heuristic approaches already proposed that falls under un-
dersampling domain such as Codensed Nearest Neighbor (CNN) [10], Neighborhood
Cleaning Rule (NCL), Nearmiss-1, Nearmiss-2, Nearmiss-3 etc which emphasize on
selective sample removal strategy. These approaches have been used with combination
of other resampling methodologies [3][10][22].

Random Over Sampling (ROS) [2] is also a non-heuristic methodology that ran-
domly replicates minority class samples for creating equal class distribution. As this
approach tend to replicate only the available minority samples, it results in overfitting
the model. If the available dataset is large and even extremely imbalanced, then this
approach may take longer training time based on a desired ratio of distribution wanted
after resampling [5]. SMOTE [12] is another oversampling technique popularly used
for imbalance datasets [12][20]. This method create synthetic samples of minority class
objects using its convex combination among the neighboring samples. Instead of repli-
cation, it interpolates the rare samples and thus avoids model from being overfit to train
data. There are variants of SMOTE such as ADASYN [10], Borderline-Smote 1 and
Borderline-Smote 2 [20] that have been developed further to improve synthetic genera-
tion of samples under certain overlapping conditions or when majority class dominates
over minority class in the presence of small disjuncts. MSMOTE [10] is a modified
form of SMOTE algorithms which categorize minority objects into safe, borderline and
noisy samples by analyzing distances from every other (minority as well as majority)
samples. It creates synthetic instances only for safe samples which represent minority
objects explicitly. These approaches tries to improve classifier performance by improv-
ing true positive samples as well as F1 rate. BSMOTE-1 and BSMOTE-2 are extensions
of SMOTE algorithm, developed to improve the performance of the classifiers in pres-
ence of high class overlapping [20][12]. These extentions of SMOTE algorithm focus
on those minority samples which belong to overlapping regions with majority sam-
ples and create its synthetic samples in order to obtain strong boundaries for separating
classes [21].

Another way of oversampling is cluster based oversampling for minority class sam-
ples(CBMOS) [10]. These methods cluster the minority samples by finding its nearest
neighbor using k-NN algorithm and create its synthetic samples among that cluster
region. After proper parameter tuning, this method has proven efficient when a dataset
contains extreme imbalance with discrete variance among minority class. Thus it results
in creating multiple small disjuncts within majority class area in feature space. CBMOS
becomes prominent approach when dataset has less overlapping with other classes [10].

Wu and Liu [11] develop a distinct approach to resolve class imbalance by prov-
ing the relationship between class imbalance and their overlapping regions. To counter
the learning difficulties of C4.5 and SVM algorithm, authors used Support Vector Data
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Description (SVDD) method to obtain overlapping regions within feature space. Au-
thors proposed model by using discarding, merging and separating schemes to prepro-
cess a data and train model using C4.5, k-NN, RIPER and SVM classifiers. In the first
phase, overlapping regions of samples are ignored and model learns only from non-
overlapping region samples. In the next step, the data ignored by model in previous step
has been considered as a separate class and merge with previously learnt model. The au-
thors approach shows better performance improvements when overlapping is integrated
with class imbalance problem by treating overlapping regions samples separately [11].

2.2 Feature Selection and Extraction

Feature selection and Extraction is one of the major step performed for solving machine
learning problems. It has been employed in various domains like text classification, im-
age processing etc. Classifier tend to ignore minority class properties by considering
them as a noise, but effective feature selection from that particular class can signifi-
cantly improve classifiers learning abilities and performance. Goal of feature selection
is to obtain an optimal p parameters which can provide maximum variances and most
efficient representation of patterns among minority class [4]. The parameter p can be
manually defined or can be model adaptive. Filter, Wrapper and Embedding’s are the
most common feature selection methods used mostly in imbalance distribution. Filter
methods are based on computation of variance and co-variance matrix among features
and then rank the features according to corresponding correlations between features.
Some filter methods uses probability density estimation function for feature ranking.
In the wrapper method,feature ranking evaluation is based upon heuristic and stochas-
tic search on all features. However embedding method uses sparse logistic regression
with stability selection approach for ranking and selecting the optimal features. Feature
selection aims to select subset of features from all available features, whereas feature
extraction is use to create new features from available base features. Feature extraction
is a technique of dimensionality reduction used to convert higher dimensional data into
low dimensions for reducing memory storage and improving computation speed. Some
of the popular extraction techniques are Principal Component Analysis (PCA) [4], Sin-
gular Value Decomposition (SVD) and Non-negative Matrix Factorization (NMF). Fur-
ther variants of this methods are obtained by inclusion of costs such as cost-sensitive
PCA, cost-sensitive NMF etc [2][4].

2.3 Ensemble Techniques

Most of the work done in imbalance domain is solely based on a data level approaches.
Whereas there are some methodologies developed to manipulate classification algo-
rithm manually and obtain optimal results. These approaches are called ensemble meth-
ods. Bagging and boosting are most common ensemble techniques deployed to resolve
difficulties encounter by classifiers. In bagging, more than one classifiers are trained on
each generated bootstrap samples, and the classified results are combined to obtain max-
imum voting among classifiers [10][13]. This overcomes the problem of single classifier
learning limitations across certain circumstances or for hard samples and takes advan-
tage of multiple classifiers vote (SVM, Decision tree, C4.5, k-NN, logistic regression)
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to reach at the final decision. Boosting is accuracy oriented ensemble approach that tries
to reduce bias on training dataset and proven to work efficiently for binary classification
problems [10]. During each iteration, boosting algorithm focus more on those minority
class samples by increasingg the weights of misclassified minority samples in the previ-
ous iteration. This way, it leads to obtain optimal accuracy for weak classifier. AdaBoost
[19] is the most common boosting algorithm used as ensemble approach for handling
class imbalance problem [10][13][14]. This algorithm is further extended by upgrading
the weighting strategies for misclassified samples and is known as AdaBoost.M2 [10].

Some studies are based on data level as well as classification level approach com-
bined together. These hybrid approaches has been developed to resample data in initial
stage and manipulate single or multiple classifiers during classification phase. SMOTE-
Boost [10], MSMOTEBoost [10], RUSBoost [1], ROSBoost [3], DataBoost [16], ME-
Boost [6] are some of the popular hybrid approaches used to tackle class imbalance
problem [6]. In SMOTEBoost approach, synthetic samples are generated during initial
stage and later weights are updated based upon misclassified samples [2][5][6]. RUS-
Boost also works similarly, except it removes samples from majority class during initial
stage [3]. On the other hand, SMOTEBagging [10], UnderOverBagging [8] are some
of the hybrid approaches developed by integrating resampling techniques with bagging
based ensemble methods.

Class imbalance has been solved by various cost sensitive approaches [14][13].
These approaches is based on assuming some costs for each category samples. This
cost matrix gets updated by assuming higher misclassification costs for incorrectly clas-
sified minority objects. Cost sensitive approaches are proposed by integrating AdaBoost
weights updating parameters with cost items [14]. There are three variants of cost sen-
sitive algorithm available, based upon strategy for insertion cost items with weight up-
dation scheme i.e AdaC1, AdaC2 and AdaC3 respectively [14][24].

3 SMENN Neural Network Classification

Proposed architecture is divided into two parts. First, we performed over-under sam-
pling using SMENN approach and then neural network is trained on resampled dataset.
Fig. 1 depicts the entire architecture of proposed methodology.

3.1 SMENN Resampling

Minority class is resampled using existing SMOTE (Synthetic Minority based Over-
Sampling Technique)[12]. This method envision to rebalance the original class distri-
bution by adding more samples of minority class. Instead of replicating the existing
minority objects, it interpolates among minor class and creates synthetic samples us-
ing convex combination of nearest neighboring minority samples. Thus it avoid the
model from being overfitted (after applying classifiers) and obtain synthetic but similar
patterns with distributed variance among minority class objects. Synthetic samples for
minority class are generated by,

For each minority sample p in S (Entire data distribution):
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Fig. 1: Architecture of Proposed SMENN Methodology

1. Compute its k nearest neighbor of same class within S.
2. Randomly choose r ≤ k neighbors with replacement policy.
3. Choose a point m‘ obtained by convex combination with the r selected neighbors

along the lines joining p and each of r.
4. Add synthetic points m‘ into the original distribution S, m‘ ⊆ S

At this stage, dataset is resampled with minority class by adding newly created sam-
ples in it. Most of the samples added after SMOTE tries to create overlapping regions
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with majority class. This overlapping regions causes hurdles for linear classifiers be-
cause most of the samples are turned out to be noisy samples after initial resampling.
This noisy samples limits classifiers performance because of inabilities of linear clas-
sifiers to construct boundries to separate classes in the presence of complex overlap.
Therefore we performed under sampling for only selective samples of entire dataset.
We removed those noise samples of majority class which causes overlapping regions
with SMOTE generated minority samples. For this, advantage of modified k-nearest
neighbor algorithm notion was taken. It works similar to k-NN i.e. find closest samples
of same class and manipulate other class samples present within boundary regions. The
selective under sampling can be done as follows.

The set (Xi, θj) j = {0, 1} for binary class classification problem, constitutes the
set of overlap region samples.

It‘s working is as follows,

1. For each sample i in overlapping region,
(a) find its k nearest neighbors toXi, among (X1, X2, ..., Xi−1, , Xi+1, ..., XN );
(b) Compute the class θ associated with maximum number of sample among k

selected neighbors.
2. Edit the distribution (Xi, θi, ) by deleting (Xi, θi, ) if θ, belongs to majority class

sample.

For our model setup, parameter k = 3 was tuned as vote of 3 minority class samples
for decision making is considered. Majority class sample closer to 3 minority samples
will be removed.

3.2 Neural Network Classification

After performing over-under sampling on imbalanced dataset, neural network classifi-
cation were performed on imbalanced dataset. Neural network has a potential to work
with large datasets with complex features. In boosting methods, performance depends
on the selection of weak learner and their weight updation strategy. Whereas neural net-
work has its own learning abilities based upon initial weights and its updations using
bias factor. As we have few minority samples, neural network can efficiently extract
scattered patterns among minority class. Fully connected feed forward neural network
is trained using deep learning framework called keras (with tensorflow as a backend).
The confiuration of (1-1-1:Input-Hidden-Output) layer is set for training the model. Pa-
rameters used to train this model are number of neurons in input layers are equal to
number of features within dataset or (+1), with 32 nodes in single hidden layer and 2
output nodes (for binary classification problem).

Output of each hidden neuron is activated using linear activation functions and in-
troducing some bias factor for decision support as given below,

b +

n∑
i=1

xiwi (1)

Bias at hidden layer is denoted by b, xi are net output from input layer and wi is a
weight matrix. ReLU(Rectified Linear Unit) is an activation function applied on above
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weighted sum of inputs for binary classification at output nodes. ReLU ensures that the
function returns 0 if it receives any negative input, but for any positive value x, it returns
that value back. The expression can be written as,

f(x) = max(0, x) (2)

4 Implementation

SMENN approach for resolving class imbalance problem within original dataset consist
of following steps :

1. Data acquisition and exploratory data analysis on original imbalance distribution.
2. Perform data preprocessing for cleaning and standardization of variables.
3. Perform feature selection and extraction for dimensionality reduction.
4. Perform SMENN+Neural network classification and evaluate results using param-

eters described in section V.

4.1 Data Acquisition and Analysis

Experiment was carried out on two real world dataset which are highly imbalanced in
nature. The credit card fraud dataset is real world financial customer dataset taken from
internet sources whereas yeast dataset is obtained from very popular keel repository for
imbalance dataset. Both datasets have continuous values for all features with 2 classes
of imbalance class ratio of 1 : 9 (Minority : Majority) which is extreme class imbalance.
The credit card dataset has 492 fraud samples and 2,84,315 non-fraud or healthy trans-
action samples. This shows that dataset contains (0.17% : 99.83%) imbalance among
both classes. This dataset consist of 30 features including time and amount of transac-
tions. On the other hand, Yeast dataset is small dataset compared to credit fraud dataset.
It has 1484 samples with 8 features having continuous values. This dataset contains 1:8
imbalance ratio among negative : positive classes.

4.2 Data Preprocessing

Both datasets consist of continuous values for all features. In credit fraud dataset, out
of 30 features, 28 features consist of encrypted and scaled values. The dataset is a real
world customer records for financial credit loans and therefore most of the features
and their values are kept private by distributers. Only feature time and amount have
original values. We cannot feed these values directly to our classifier, as skewed values
of these features will dominate over other features and final results will many errors
with accuracy and precision. Therefore these two features were scaled to make them a
standardize distribution making it compatible with existing 28 features. We scaled this
features for range of [0,1].
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4.3 Feature Selection and Extraction

After scaling values of these two features, refined values are inserted in original dataset.
The correlation matrix were calculated for observing overall relationship among fea-
tures and influence of specific feature on binary classification. Extreme outliers for
some features whose correlation values are extreme positive or extreme negative were
removed. These are important steps in machine learning to obtain maximum insights
or patterns from each class for classification (especially for minority class as this class
having only 492 samples). This helps to obtain accurate results for our SMENN model.
Finally filter dataframe was passed through PCA for dimensionality reduction. The fil-
ter dataset was used for classification and result evaluation.

5 Model Evaluation Metrics

The metrics used to evaluate and compare performance of our model are accuracy,
precision, recall, F1 Measure and AU-ROC curves. These are the most widely used
parameter in imbalance classification problems. We have constructed confusion matrix
for our model and then performed computation on values to obtain results of evaluation
metrics. TP, FP, FN and TN are terminologies of confusion matrix which are described
below.

1. True Positive rate (TP) : Percentage of actual positive samples correctly classified
as positive

2. False Positive rate (FP) : Percentage of actual positive samples incorrectly classified
as negative.

3. False Negative rate (FN) : Percentage of actual negative samples incorrectly classi-
fied as positive.

4. True Negative rate (TN) : Percentage of actual negative samples correctly classified
as negative.

Accuracy is a ratio of all correctly classified samples with all classified samples by
classifier.

Accuracy = TP + TN/TP + FP + FN + TN (3)

Precision is a measure of ratio of correctly classified positive samples over all in-
stances classified as positive.

Precision =
TP

TP + FP
(4)

Recall is the fraction of number of data points that are in the class as per classified
by the classifier.

Recall =
TP

TP + FN
(5)

F1 score is a harmonic function of precision and recall.
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6 Statistical Results and Evaluation

The proposed SMENN approach for class imbalance has been implemented on credit
fraud dataset and Yeast dataset respectively. After performing data preprocessing and
effective feature selection,dataset is resampled using SMENN approach and then sub-
jected to neural network for classification. Fully connected feed forward neural network
is used for binary classification problem in our experiment.Table I,II and III depicts re-
sults of credit fraud dataset. For credit fraud dataset, we have obtained 99.98% accuracy
whereas on Yeast dataset we have obtained 98.68% accuracy. Proposed model does per-
formed better than Adaboost ensemble technique which has accuracy of 95.29%.

Table 1: Classifiers Accuracy on Credit Fraud Dataset

Methodology Accuracy Score
Logistic Regression 94.00%
K-Nearest Neighbor 93.00%

Support Vector Machine 93.00%
Decision Tree Classifier 92.00%

RUSBoost 93.15%
SMOTEBoost 97.70%

SMENN + Neural Network Classifier 99.98%

Table 2: Classifiers Performance on Credit Fraud Dataset

Methodology Accuracy Precision Recall F1-Score
Random Under Sampling 92.10% 95% 94% 94%

SMOTEBoost 97.65% 99% 98% 99%
SMENN + Neural Network Classifer 99.97% 99.89% 99.96% 99.92%

Only accuracy is not enough to evaluate model performance in imbalance domain,
therefore we have compared our model with precision, recall, F1-Score and AU-ROC
etc.Table III depicts results of SMENN approach and existing methodologies on Yeast
dataset. Values for parameters precision, recall and F1-Score were calculated from con-
fusion matrix with metrics rules mentioned in above section. SMENN model has in-
creased the accuracy for Yeast dataset by reducing the misclassified minority samples.
It also has obtained 95% precision, 96.44% recall and 95.71% F1-Score. It has also been
proven efficient in terms of AU-ROC score. Fig. 4 depicts AU-ROC score for SMENN
approach is 0.882 which is higher than 0.879 of ROS and 0.876 of SMOTE.
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Table 3: Classifiers Performance on Yeast Dataset

Methodology Accuracy Precision Recall F1-Score
Nearmiss-1 90.58% 91% 89% 90%
Nearmiss-2 90.58% 91% 89% 90%
Nearmiss-3 91.92% 93% 93% 93%

Condensed Nearest Neighbor 94.39% 94% 93% 93%
Random Under Sampling 92.37% 93% 93% 93%
Random Over Sampling 95.06% 94% 93% 94%

AdaBoost Classifier 92.15% 94% 93% 93%
SMOTE 95.29% 95% 93% 94%

SMENN + Neural Network Classifier 98.68% 95% 96.44% 95.71%

Fig. 2: Results on Yeast Dataset

Fig. 3: Results on Credit Fraud Dataset
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Fig. 4: AU-ROC Score on Yeast Dataset

7 Conclusion

In our studies, we have reviewed various data level as well as ensemble level approaches
incorporated to handle imbalance class distribution. There are several factors regarding
data distribution such as small sample size, complex class separability and presence
of noise within distribution makes class imbalance a more complicated issue. Our pro-
posed approach tackles class imbalance by reducing noise created by generating syn-
thetic samples of minor class. Removing noise of majority class help us in reducing
overlapping regions and improving learning abilities of neural networks for classifica-
tion. Thus we have tried to extract maximum hidden patterns from minority class by
effective feature engineering on original distribution as well as after creating synthetic
samples. By retaining each minority sample within overlapping region, our approach
helps in establishing clear boundaries for separating classes. We have implemented our
proposed approach on two real world highly imbalanced dataset which have diverse
ratio of imbalance. We have compared our approach with existing resampling and en-
semble approaches on these two dataset. This SMENN based neural network classifica-
tion achieves accuracy of 99.97% and 98.68% on both datasets. It also performs better
in terms of precision, recall, F1-Score and AU-ROC curves. We conclude that because
of the noise reduction, the proposed model has obtain optimal results for accuracy and
AU-ROC.
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Abstract. In this paper we have studied a discrete prey-predator model with ratio
dependent functional response. We have discussed the existence of fixed points,
their feasibility and stability algebraically. We studied Flip and Neimark-Sacker
bifurcation algebraically. Then under some parametric conditions bifurcation (flip
and Neimark-Sacker) and chaos analysis of the model have been carried out nu-
merically with respect to the prey intrinsic growth rate. Theoretical results have
been justified by numerical simulation. We have also studied the behavior of the
system by analyzing parametric basin of attraction in two parametric space com-
paring intrinsic growth rate and time step. We measured the Lyapunov exponent
and fractal dimension to confirm its chaotic dynamics. Finally an idea of chaos
control have been proposed.
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Keywords: Discrete predator – prey system · Fixed points · stability · Flip bi-
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1 Introduction

The dynamical relationship between predators and prey has become an open challenge
in mathematical ecology due to its universal existence and importance[1]. Many eco-
logical evidences [2]-[4] shows that there are environment, in which the predators are
in search for food (i.e. they share or fight for food). Then ratio-dependent model is
more suitable, which can be defined as the per capita predator growth rate (a function
of the ratio of prey to predator abundance). Here we will analyzed a ratio-dependent
type prey-predator model with Michaelis-Menten type functional response [5]-[10], as
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in the normalized form, {
dx
dt = rx(1− x)− bxy

x+my
dy
dt = −dy + fxy

x+my

(1)

where x, y indicate prey and predator density respectively. Here the parameters b, d, f,m
and r satisfy the positivity condition and represent capturing rate, predator death rate,
conversion rate, carrying capacity, prey intrinsic growth rate respectively. The above
model (1) is considered when the population size is large. But if the population size is
small or birth or death rate occurs at discrete time within the certain interval of time [11]
or the population have the non-overlapping generation then the discrete model is more
significant than the continuous model [12]-[14]. Now applying forward Eular scheme
to the above system we get the discrete predator-prey system as follows:{

xn+1 = xn + hxn(r(1− xn)− byn

xn+myn
)

yn+1 = yn + hyn(−d+ fxn

xn+myn
)

(2)

where h is the step size of the discretization.

2 Qualitative study of the model

In this section we will investigate the existence and feasibility of the fixed points of the
discrete dynamical system (2) and their stability conditions.

2.1 The existence of the fixed points and their feasibility

To find the fixed points of the discrete dynamical system (2), we have to solve the
nonlinear system given by{

x =⇒ x+ hx(r(1− x)− by
x+my )

y =⇒ y + hy(−d+ fx
x+my )

(3)

The above system has three fixed points:

1. The trivial fixed point E0(0, 0) is always feasible.
2. The axial fixed point E1(1, 0) is always feasible.
3. The interior fixed point E2(x

∗, y∗) where x∗ = 1 − b(f−d)
mrf , y∗ = f−d

md x∗ is

feasible if b(f−d)
mrf < 1 and f > d.

2.2 Stability analysis of the fixed point

Now we shall discussed the local stability of the system (3) about every fixed point. The
Jacobian matrix of (3) at (x, y) is given by

J(x, y) =

(
j11 j12
j21 j22

)
(4)
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where{
j11 = 1 + h[r(1− x)− by

x+my ] + hx[−r + by
(x+my)2 ]; j12 = − hbx2

(x+my)2 ;

j21 = hfmy2

(x+my)2 ; j22 = 1 + h[−d+ fx
x+my ]− hy mfx

(x+my)2 .
(5)

Now the characteristic equation of this jacobian matrix (4) is

λ2 − Tr(J)λ+Det(J) = 0 (6)

where λ is the eigenvalue and Tr(J) and Det(J) are the trace and determinant of the
above Jacobian matrix (4) respectively.

Tr(J) = j11 + j22; Det(J) = j11j22 − j12j21 (7)

Proposition 1. The fixed point E0(0, 0) is

– source if d > 2
h .

– saddle if 0 < d < 2
h .

– non-hyperbolic if d = 2
h .

Proposition 2. The fixed point E1(1, 0) is

– sink if 0 < r < 2
h and f

h < d < 2+f
h .

– source if r > 2
h and 2+f

h < d < f
h .

– saddle if 0 < r < 2
h and 2+f

h < d < f
h or r > 2

h and f
h < d < 2+f

h .
– non hyperbolic if either r = 2

h or d = f
h or d = 2+f

h .

Thus for the fixed point E1(1, 0) if (h, r, b,m, d, f) ∈ R where R = {(h, r, b,m, d, f)/h =
2
r , d ̸= f

h , d ̸= 2+f
h , h, r, b,m, d, f > 0} then one of the eigenvalue of J(E1) is -1 and

the other is λ = 1 − hd + f which is neither 1 nor -1. Therefore there is a flip bi-
furcation at the fixed point E1 if h varies in the small neighborhood of h = 2

r and
(h, r, b,m, d, f) ∈ R.

Now, at the interior equilibrium point (x∗, y∗) the characteristic equation of the
Jacobian matrix J of the system (3) can be written as

λ2 − Tr(J(E∗))λ+Det(J(E∗)) = 0 (8)

where
Tr(J(E∗)) = 2 + hM (9)

Det(J(E∗)) = 1 + hM + h2N (10)

Here  M = −r + (f−d)
mf

[
b+ d

f (b−mf)
]
;

N = d(f−d)
f

[
r − b(f−d)

mf

] (11)

Now let

F (λ) = λ2 − Tr(J(E∗))λ+Det(J(E∗)) = λ2 − (2 + hM)λ+ (1 + hM + h2N)

Therefore F (1) = h2N and F (−1) = 4 + 2hM + h2N .Thus we can conclude[9],
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Proposition 3. The fixed point E2(x
∗, y∗) is

– sink if one of the following condition holds,
1. M2 − 4N ≥ 0 and 0 < h < −M−

√
M2−4N
N .

2. M2 − 4N < 0 and 0 < h < −M
N .

– source if one of the following condition holds,
1. M2 − 4N ≥ 0 and h > −M+

√
M2−4N
N .

2. M2 − 4N < 0 and h > −M
N .

– non-hyperbolic if one of the following condition holds,
1. M2 − 4N ≥ 0 and h = −M±

√
M2−4N
N .

2. M2 − 4N < 0 and h = −M
N .

– saddle for all values of the parameter except for those values mention in the above
three cases.

Now if non-hyperbolic condition (1) of Proposition 3 holds then the one of the
eigenvalue of E2(x

∗, y∗) is -1 and other is neither 1 nor -1. Thus condition (1) of non-
hyperbolic case can be written as,

FB1 = {(h, r, b,m, d, f)/h =
−M −

√
M2 − 4N

N
,M2 − 4N ⩾ 0, h, r, b,m, d, f > 0}

FB2 = {(h, r, b,m, d, f)/h =
−M +

√
M2 − 4N

N
,M2 − 4N ⩾ 0, h, r, b,m, d, f > 0}

Then the model (3) undergoes through Flip bifurcation in the neighborhood of
(x∗, y∗) in the domain FB1 and FB2. Now if non-hyperbolic condition (2) of Proposi-
tion 3 holds then the eigenvalue of E2(x

∗, y∗) are a pair of complex conjugate numbers
with modulus 1. Thus condition (2) of non-hyperbolic case can be written as,

NSB = {(h, r, b,m, d, f)/h = −M

N
,M2 − 4N < 0, h, r, b,m, d, f > 0}

0 2 4 6 8 10 12
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1.5
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2.5
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3.5

4

4.5

5

 line of Flip bifurcation

 line of Neimark−sacker bifurcation

 (0.8,0.4778)

 (0.8,3.2166)

h

r

Fig. 1: Flip and Neimark-sacker bifurcation
curve, stable and unstable regions.

Then the model (3) undergoes through
Neimark-Sacker bifurcation in the neigh-
borhood of (x∗, y∗) in the domain NSB.

We draw a flowing diagram for the
parameter set m = 0.7; f = 1.2; d =
0.9; b = 1.1 and h ∈ [0, 12], r ∈
[0, 5] where blue and green curve indi-
cate Flip and Neimark-Sacker bifurca-
tion. The fixed points in cyan region are
stable, in the yellow and magenta re-
gion are unstable and in the white re-
gion are saddle. In the Fig. 1 we can
observe the Neimark-Sacker bifurcation
at (0.8, 0.4778) and flip bifurcation at
(0.8, 3.2166). [Detailed numerical anal-
ysis at that points given in Section 3].
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2.3 Flip Bifurcation

For the fixed point E1(1, 0) of the system (3) if (h, r, b,m, d, f) ∈ R where R =
{(h, r, b,m, d, f)/h = 2

r , d ̸= f
h , d ̸= 2+f

h , h, r, b,m, d, f > 0} one of the eigenvalue
of J(E1) is -1 and the other is λ = 1 − hd + f which is neither 1 nor -1. Therefore
there is a flip bifurcation at the fixed point E1 if r varies in the small neighborhood of
r = r0 = 2

h and (h, r, b,m, d, f) ∈ R. Giving a perturbation r (where r ≪ 1) of the
parameter r about r = r0 to the system (3) we have{

x = x+ h[(r0 + r)x(1− x)− bxy
x+my ]

y = y + h[−dy + fxy
x+my ]

(12)

Let u = x− x1 , v = y− y1. Then we transfer the fixed point E1(1, 0) of the map (12)
to the origin and we have{

u = u+ h[(r0 + r)(u+ x1)(1− u− x1)− b(u+x1)(v+y1)
u+x1+m(v+y1)

]

v = v + h[−d(v + y1) +
f(u+x1)(v+y1)
u+x1+m(v+y1)

]
(13)

Expanding (13) in Taylor series at (u, v, r) = (0, 0, 0) keeping up-to second order terms
we have,{
u = a11u+ a12v + a13u

2 + a14uv + a15v
2 + b11r + b12ur + b14u

2r + o(u, v)3

v = a21u+ a22v + a23u
2 + a24uv + a25v

2 + o(u, v)3

(14)
where

a11 = 1− r0h; a12 = −bh; a13 = −r0h; a14 = 0;

a15 = bhm; b11 = 0; b12 = −h

2
; b14 = −h

3
; a21 = 0;

a22 = 1− dh+ fh a23 = 0; a24 = 0; a25 = −fhm. (15)

We now define an invertible matrix

T =

(
a12 a12

−1− a11 λ2 − a11

)
and use the transformation

(
u
v

)
= T

(
x
y

)
. Then model

(14) becomes, (
x
y

)
=

(
−1 0
0 λ2

)(
x
y

)
+

(
f(u, v, r)
g(u, v, r)

)
where

f(u, v, r) =
1

Det(T )
{(λ2 − a11)a13u

2 + [(λ2 − a11)a15 − a12a25]v
2

+ (λ2 − a11)b12ur + (λ2 − a11)b14u
2r +O(u, v, r)}

g(u, v, r) =
1

Det(T )
{(1 + a11)a13u

2 + [(1 + a11)a15 − a12a25]v
2

+ (1 + a11)b12ur + (1 + a11)b14u
2r +O(u, v, r)}
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From the center manifold theorem of Guckenheimer [15] and Robinson [16], we know
that there exists center manifold W c(0, 0) of model (3) at equilibrium point (0, 0)
in the small neighborhood of r = 0, whose approximate representation is given as:
W c(0, 0) = {(x, y) : y = a0r + a1x

2 + a2xr + a3r
2 +O(|x|+ |r|)3} Here

a0 = 0; a2 = − a12(1 + a11)b12
Det(T )λ2(λ2 − 1)

; a3 = 0.

a1 =
1

Det(T )(λ2 − 2)
{(1 + a11)a13a

2
12 + [(1 + a11)a15 + a12a25]}.

We can now write u, v in terms of x, y, r as{
u = a12(x+ a1x

2 + a2xr)

v = −(1 + a11)x+ (λ2 − a11)(a1x
2 + a2xr)

Thus the map G∗ , which is restricted to the center manifold W c(0, 0) is

G∗(x) = x+ f(u, v, r) = x+ h0r + h1x
2 + h2xr + h3r

2 + h4x
2r

+ h5xr
2 + h6x

3 + h7r
3 +O(|x|+ |r|)3

where

h0 = 0; h3 = 0; h7 = 0

h1 =
1

Det(T )
{(λ2 − a11)a13a

2
12 + [(λ2 − a11)a15 − a12a25](1 + a11)

2};

h2 =
1

Det(T )
{−2[(λ2 − a11)a15 − a12a25](1 + a11)(λ2 − a11) + a12(λ2 − a11)b12};

h4 =
1

Det(T )
{(λ2 − a11)a13a

2
12(2a2 + 1)− 2a2[(λ2 − a11)a15

− a12a25](λ2 − a11)(1 + a11) + (λ2 − a11)b12a1a12(1 + a11)
2};

h5 =
1

Det(T )
{−2a2[(λ2 − a11)a15 − a12a25](λ2 − a11)(1 + a11)

+ a2a12(1 + a11)
2(λ2 − a11)b12};

h6 =
1

Det(T )
2a212a1(λ2 − a11)a13.

For flip bifurcation we require to show that two discriminatory quantities β1 and β2

be non-zero, 
β1 =

(
∂2G
∂x∂r + 1

2
∂G
∂r × ∂2G

∂x2

)∣∣∣∣∣
(0,0)

= h2 ̸= 0

β2 =
(

1
6
∂2G
∂x2 +

(
1
2
∂G
∂x

)2)∣∣∣∣∣
(0,0)

= h6 + h2
1 ̸= 0

(16)

Thus, from the above analysis and Theorem 3.1 of Guckenheimer[15] we have the
following result.
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Theorem 1. If β1 ̸= 0 and β2 ̸= 0, then the model (3) undergoes flip bifurcation
at E1(1, 0) when the parameter r varies in the small neighborhood of r. Moreover
if β2 > 0 (res. β2 < 0), then the period-2 points that bifurcate from E1 are stable
(respectively, unstable).

In the next section we will investigate the conditions of Neimark-Sacker bifurcation
using the center manifold theory.

2.4 Neimark-Sacker Bifurcation

The characteristic equation (6) associated with the map (3) at E∗
2 (x

∗, y∗) is given by

λ2 − Tr(J(E∗))λ+Det(J(E∗)) = 0

Now roots of the characteristic equation at E∗ are a pair of complex conjugate numbers
λ1, λ2 is given by

λ1,2 =
Tr(J(E∗))± i

√
4Det(J(E∗))− (Tr(J(E∗))2

2

where Tr(J(E∗)), Det(J(E∗)) are given in (9), (10) respectively. Now the Neimark-
Sacker bifurcation occur when the roots of the above equation are complex conju-
gate with unit modulus. Let it be occur for r = r1 and we construct a set NSB =
{(h, r, b,m, d, f)/r = r1 = f−d

mkf [bk−
d
f (b−mf)],M2−4N < 0, h, r, b,m, d, f > 0}

(Where k = −1 + hd (f−d)
f , and M,N are defined in (11)). If we vary r in the neigh-

borhood of r = r1 keeping other parameters in NSB then the endemic equilibrium
point goes through Neimark-sacker bifurcation.

Giving a perturbation r∗ (where r∗ ≪ 1 ) of the parameter r at the neighborhood
of r = r1 in the map (3) we have{

x =⇒ x+ h[(r1 + r∗)x(1− x)− bxy
x+my ]

y =⇒ y + h[−dy + fxy
x+my ]

(17)

let u = x− x∗, v = y − y∗. Thus from (17) we set

{
u =⇒ u+ h[(r1 + r∗)(u+ x∗)(1− u− x∗)− b(u+x∗)(v+y∗)

(u+x∗)+m(v+y∗) ]

v =⇒ v + h[−d(v + y∗) + f(u+x∗)(v+y∗)
(u+x∗)+m(v+y∗) ]

(18)

Expanding above in Taylor series at (u, v, r∗) = (0, 0, 0) considering up to second
order we have{
u = c11u+ c12v + c13u

2 + c14uv + c15v
2 + d11r

∗ + d12ur
∗ + d14u

2r∗ + o(u, v)3

v = c21u+ c22v + c23u
2 + c24uv + c25v

2 + o(u, v)3

(19)
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where

c11 = 1 + r1h− 2r1hx
∗ − bmhy∗2

(x∗ +my∗)2
c12 =

−bhx∗2

(x∗ +my∗)2
;

c13 = −r1h+
mbhy∗2

(x∗ +my∗)3
; c14 = − mbhx∗y∗

(x∗ +my∗)3
; c15 =

mbhx∗2

(x∗ +my∗)3

d11 = hx∗ − hx∗2; d12 =
h

2
[1− 2x∗] d14 = −h

3
; (20)

c21 =
fhmy∗2

(x∗ +my∗)2
; c23 = − fhmy∗2

(x∗ +my∗)3
c22 = 1 + h[−d+

fx∗2

(x∗ +my∗)2
]

c24 =
fhmx∗y∗

(x∗ +my∗)3
; c25 = − fhmx∗2

(x∗ +my∗)3

The roots of the characteristic equation associated with the linearized map (19) at
(u, v) = (0, 0) is given by

λ1,2 =
Tr(J(r∗))± i

√
4Det(J(r∗))− (Tr(J(r∗))2

2

From |λ1,2(r
∗)| = 1, when r∗ = 0 we have |λ1,2(r

∗)| = [Det(J(r∗))]
1
2 and

l =
d|λ1,2|
dr

∣∣∣∣∣
r=r∗

=
1

2

[
− h+ h2 d(f − d)

f

]
̸= 0 (21)

In addition it is required that when r∗ = 0, λi
1,2 ̸= 1, i = 1, 2, 3, 4, which is equivalent

to Tr(J(0)) ̸= −2,−1, 1, 2.
Next we study the normal from of (18). Let α1 = Real(λ1,2) and β1 = Im(λ1,2),

and define the invertible matrix T =

(
0 1
β1 α1

)
and use the transformation

(
u
v

)
=

T

(
X
Y

)
,then the system (17) reduces into the following form(

X
Y

)
=

(
α1 −β1

β1 α1

)(
X
Y

)
+

(
F (u, v, r∗)
G(u, v, r∗)

)
(22)

where
F (u, v, r∗) = 1

β1
[(α1c13 − c23)u

2 + (α1c14 − c24)uv + (α1c15 − c25)v
2

+α1d11r
∗ + α1d12ur

∗ + α1d14u
2r∗ +O(u, v)3]

G(u, v, r∗) = [c13u
2 + c14uv + c15v

2 + d11r
∗ + d12ur

∗ + d14u
2r∗ +O(u, v)3]

(23)
writing u = Y, v = β1X + α1Y we get,
F (X,Y ) = 1

β1
[(α1c13 − c23)Y

2 + (α1c14 − c24)Y (β1X + α1Y ) + (α1c15 − c25)

(β1X + α1Y )2 + α1d11r
∗ + α1d12Y r∗ + α1d14Y

2r∗ +O(X,Y )3]

G(X,Y ) = [c13Y
2 + c14Y (β1X + α1Y ) + c15(β1X + α1Y )2 + d11r

∗

+d12Y r∗ + d14Y
2r∗ +O(X,Y )3]

(24)
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Now the considered model goes through the Neimark-Sacker Bifurcation if the follow-
ing condition satisfied[15],

l1 = −Re

{
(1− 2λ̄)λ̄2

1− λ
ξ11ξ20

}
− 1

2
|ξ11|2 − |ξ02|2 +Re(λ̄ξ21) ̸= 0 (25)

where

ξ11 =
1

4
[FXX + FY Y + i(GXX +GY Y )]

ξ20 = frac18[FXX − FY Y + 2GXY + i(GXX −GY Y + 2FXY )]

ξ02 =
1

8
[FXX − FY Y + 2GXY + i(GXX −GY Y − 2FXY )]

ξ21 =
1

16
[FXXX + FXY Y +GXXY +GY Y Y + i(GXXX +GXY Y − FXXY − FY Y Y )]

here by calculation we have,

FXX = 2(α1c15 − c25); GXX = 2c15β1;

FY Y =
2

β1
[(α1c13 − c23) + α1(α1c14 − c24) + α1(α1c15 − c25) + α1d14r

∗];

FXY =
1

β1
[(α1c14 − c24)β1 + 2(α1c15 − c25)α1];

GY Y = 2c13 + 2α1c14 + 2α1c15 + 2d14r
∗; GXY = c14β1 + 2c15α1;

FXXX = FXY Y = FXXY = FY Y Y = GXXX = GXY Y = GXXY = GY Y Y = 0.

Thus, eased on the above analysis we can obtained the following theorem:

Theorem 2. If the condition (21) holds and l1 defined in (25) is non-zero, then the
model (3) undergoes Neimark-sacker bifurcation at the equilibrium point E2(x

∗, y∗)
provided the parameter r changes in the small neighborhood of r = r1 and
(h, r, b,m, d, f) ∈ NSB. Moreover, if l1 < 0 (resp., l1 > 0) then an attracting (resp.,
repelling) invariant closed curve bifurcate from the fixed point E2 for r > r1 (resp.,
r < r1).

3 Numerical Simulation

In this section, we represent the phase portraits and bifurcation diagrams of the model
(3) to confirm the above theoretical analysis and show the complex dynamical behav-
ior by using numerical simulations. Here we fix h = 0.8, b = 1.1, d = 0.9, f =
1.2,m = 0.7, and the initial value (x0, y0) = (0.4, 0.2). By calculation we find that
at r = 0.4778, we have the fixed point (0.1778, 0.0846) and the corresponding eigen-
values 0.9939 ± 0.1104i with modulus 1. Thus there should be a Neimark- Sacker
bifurcation in the neighborhood of r = 0.4778. For r = 3.2166 we have the fixed
point (0.8779, 0.4180) and the corresponding eigenvalues are −1 and 0.7967. Thus
there should be a Flip bifurcation in the neighborhood of r = 3.2166. Bifurcation can
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be observed in Fig. 2(a) and 2(b) in (r, x) plane and in (r, y) plane respectively where
r vary in the range (0, 4.06). The Chaotic behavior is justified by considering maximal
Lyapunov exponent diagram given in Fig. 2(c).
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Fig. 2: Bifurcation diagram in the (a) (r, x) plane, (b) (r, y) plane and (c) Maximal
Lynapunov exponent versus r for h = 0.8, b = 1.1, d = 0.9, f = 1.2 and m =
0.7, rϵ(0, 4.06) and initial value (x0, y0) = (0.4, 0.2).

Neimark- Sacker bifurcation at r = 0.4778 can be verified in the Fig. 3(a) which is
a local amplification of the Fig. 2(a) in the range r ∈ (0.465, 0.495). It shows that the
fixed point (x∗, y∗) is stable when r > 0.4778 and loses its stability when r = 0.4778
and an invariant circle appear for r < 0.4778.
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Fig. 3: (a)Neimark- Sacker Bifurcation diagram in the (r, x) plane for h = 0.8, b =
1.1, d = 0.9, f = 1.2 and m = 0.7, rϵ(0.465, 0.495) and initial value (x0, y0) =
(0.4, 0.2) (b)-(f)Phase portraits for various values of r.
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In Fig. 3(b)-3(f) phase portraits associated with the Fig. 3(a) are presented which
clearly shows that how a stable fixed point bifurcates to a smooth invariant circle whose
radius is gradually become larger with the decrease of r.

Flip bifurcation at r = 3.2166 can be verified in Fig. 4(a) which is a local amplifi-
cation of the Fig. 2(a) in the range r ∈ (3, 4.05). It shows that the fixed point (x∗, y∗)
is stable when r < 3.2166 ans loses its stability when r ≥ 3.2166. Period 2, 4, 8, 16,
32 orbits can be seen from Fig. 4(a). Fig. 4(b) is a local amplification of Fig. 4(a) in
the range r ∈ (3.866, 3.93). Period 10, 6 orbits can be seen here. Beyond this chaotic
nature is observed. Phase portrait associated with Fig. 4(a) are given in Fig. 4(c)-(i).
Different type of orbits can be verified there too.
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Fig. 4: (a)Flip Bifurcation diagram in the (r, x) plane for h = 0.8, b = 1.1, d = 0.9, f =
1.2 and m = 0.7, rϵ(3, 4.05) and initial value (x0, y0) = (0.4, 0.2) (b)Local amplifi-
cation corresponding to Fig. 4(a) for r ∈ [3.866, 3.93](c)-(i)-Phase portraits for various
values of r corresponding to Fig. 4(a).
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Above analysis shows that with h = 0.8, b = 1.1, d = 0.9, f = 1.2,m = 0.7, and
the initial value (x0, y0) = (0.4, 0.2) Neimark-Sacker bifurcation occurs at the lower
end of the intrinsic growth rate r = 0.4778 of the prey population whereas flip bifur-
cation at the upper end r = 3.2166 which confirm the correctness of the proposition
3. Thus the model around the fixed point is stable when intrinsic growth rate r of the
prey population lies in the range 0.4778 < r < 3.2166 and loses stability out of this
range. The predator-prey dynamics become chaotic when r crosses the value 3.2166. In
section VI we shall see how this chaos can be controlled.

In the following Fig. 5 we demonstrate the sensitivity to the initial condition by
choosing two initial point (0.4, 0.2) and (0.4001, 0.2001) with both x and y coordinate
difference 0.0001 , and plotted against the parameter value h = 0.8, b = 1.1, d =
0.9, r = 3.94, f = 1.2 and m = 0.7. Fig. 5(a) and 5(b) shows a sensitive dependence
on the initial condition for x-coordinate and y-coordinate respectively of the model
(3), which is plotted against time. It shows that at the beginning the two time series are
overlapped and indistinguishable; but after a number of iteration, the difference between
them increase rapidly.According to the following Fig. 5 it is clear that the solution of
system (3) is very sensitive to small change in the initial condition and hence chaotic
dynamic is detected.
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Fig. 5: Sensitive dependence on the initial condition (a) in (n,x) plane and (b) in (n,y)
plane, when the initial point (0.4, 0.2) differ by 0.0001 in both x and y coordinate.

4 Parametric basins of attractions

In parametric basins of attractions[17] plot we matches different colors to periodic cy-
cles of different periods in a two-dimensional parameter space. Here we plot for the set
of parameter values b = 0.06, d = 1, f = 1.4,m = 0.25 and r ∈ [0, 10] , h ∈ [0, 6.2]
given in Fig. 6 (a). Fig. 6(b), 6(c) and 6(d) are the amplification of the Fig. 6(a) in the
range r ∈ [0, 10] , h ∈ [0, 0.6] ;r ∈ [1.4, 2.4] , h ∈ [0.9, 1.6] ; r ∈ [0.35, 0.64] ,
h ∈ [4.8, 6.2] respectively which represent how the dynamics of the system change as
the prey intrinsic growth rate(r) vary with generation gap time(h). The different col-
ors in the parametric plane (r, h) correspond to the following stable states: light bluish
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violet for an attracting fixed point, dark blue represents a stable two-period cycle and
yellow, pink, red, orange, light green, dark green, light blue, purple indicates three-
period cycle, four-period cycle, five-period cycle, six-period cycle, seven-period cycle,
eight-period cycle, nine-period cycle and ten-period cycle respectively. In the white re-
gion solutions can be quasi-periodic (invariant curves) or non-periodic (chaos; strange
attractors) and in the black region solution diverges to infinity.
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Fig. 6: The parametric basins of attraction in (r, h) plane

Observing the 2D parameter space we point out the followings:

– For the small value of h where 0 < h < 0.234 [approximately] and different val-
ues of intrinsic growth rate(r) the system giving rise to a quasi-periodic (invariant
curves) or non-periodic (chaos; strange attractors) behavior.

– For h ∈ [0.234, 0.256] [approximately] as intrinsic growth rate(r) increases system
passes through from a quasi-periodic or non-periodic orbit to stable equilibrium
and then again to a aperiodic one.

– However, for even higher values of h [approximately h = 0.256 to h = 4.25],
as intrinsic growth rate(r) increases, the stable fixed point goes through succes-
sive period-doubling bifurcations; two-period cycle (dark blue area), four-period
cycle (pink area) and eight-period cycle (dark green area)and is giving rise to non-
periodic behaviour (white area) then diverges to infinity. So, a large intrinsic growth
rate(r) makes the system unstable with the increase of generation time gap(h).
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– In the Fig. 6(d) we can observe different type of periodic cycle like period-2, 3,
4, 5, 6, 7, 8, 9, 10 with quasi-periodic and non-periodic regions shown in deferent
color as h ∈ [4.8, 6.2] and r ∈ [0.35, 0.64].

5 Fractal Dimension

Strange attractors are characterized by the fractal dimension. Lyapunov exponent actu-

ally measure the chaos. The Lyapunov dimension is defined by dL = j+
Pi=j

i=1 λi

|λj | ,where

λ1, λ2, ...λn are Lyapunov exponents with j is the largest integer such that
∑i=j

i=1 λi ⩾ 0

and
∑i=j+1

i=1 λi < 0. Here the Lyapunov dimension of the two dimensional map (3) is

of the form dL = j +
λ1

|λ2|
, λ1 > 0 > λ2.

For the parameter set h = 2.4, r = 1.2, b = 0.06, d = 1, f = 1.4,m = 0.25
initial value (0.3, 0.1) two Lyapunov exponent are estimated by computer simulation
and are found as λ1 ≈ 0.2383and λ2 ≈ −0.7946 and the fractal dimension is 1.299 for
h = 2.4.

For the parameter set h = 2.44, b = 1.2, r = 0.95, d = 0.8, f = 1.2,m = 0.6
and the initial value (0.1, 0.2), two Lyapunov exponent are λ1 ≈ 0.032268and λ2 ≈
−0.10379 and the fractal dimension is 1.3109 for h = 2.44. The deviation of fractional
dimension values from 1 to higher values is the indication of highly clumping boundary
corresponding to the chaotic phase portrait zone.

6 Chaos Control

In this section , we used feedback control method[18,19] to stabilize chaotic orbits at an
unstable positive fixed point of model (3). We consider the following controlled form
of model (3): {

x = x+ hx(r(1− x)− by
x+my ) + S

y = y + hy(−d+ fx
x+my )

(26)

with the following feedback control law as the control force:

S = −p1(x− x∗)− p2(y − y∗) (27)

where p1 and p2 are the feedback gain and (x∗, y∗) is the positive fixed point of the
model (3). Now the Jacobian matrix of the model (26) at the fixed point (x∗, y∗) is,

J(x∗, y∗) =

(
j11−p1

j12 − p2
j21 j22

)
(28)

where j11, j12, j21, j22 are given in (5).The corresponding characteristic equation of
the matrix J(x∗, y∗) is,

λ2 − (j11 + j22 − p1)λ+ j22(j11 − p1)− j21(j12 − p2) = 0 (29)
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Let λ1 and λ2 are the eigenvalues of (29), then{
λ1 + λ2 = j11 + j22 − p1

λ1λ2 = j22(j11 − p1)− j21(j12 − p2)
(30)

Then we find the lines of marginal stability by solving the equation λ1 = ±1 and
λ1λ2 = 1. These condition confirm that the eigenvalues λ1 and λ2 have modulus less
than 1. Using λ1λ2 = 1 in (30) we have line l1 as follows:

l1 : j22p1 − j21p2 = j11j22 − 1 (31)

Using λ1 = 1 in (30) and (31) we have the line l2 as follows,

l2 : (1− j22)p1 + j21p2 = j11 + j22 − 1− j11j22 + j12j21 (32)

Using λ1 = −1 in (30) and (31) we have the line l3 as follows,

l3 : (1 + j22)p1 − j21p2 = j11 + j22 + 1 + j11j22 − j12j21 (33)
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Fig. 7: (a)Phase portrait (a) Region for stable eigenvalues (b)-(c) time responses for the
state x and y of the controlled model (25) for the feedback gain p1 = −2 and p2 = 0.66
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The stable eigenvalues lie within the triangular region enclosed by the line l1, l2 and
l3. Therefore the numerical simulation can be done to control the unstable fixed point
(x∗, y∗) by state feedback method.
For parameter set h = 2.4, r = 1.2, b = 0.06, d = 1, f = 1.4 and m = 0.25, and
initial value (x0, y0) = (0.3, 0.1) we draw the phase portrait given in Fig. 7(a) which
is chaotic in nature. Now for the same set of parameter we have the region of stable
eigenvalue given in Fig. 7(b). Choosing the feedback gain p1 = −2 and p2 = 0.66 in
the triangular region, chaotic trajectory (given in Fig. 7(a)) can be stabilized at the fixed
point (0.9429, 1.5086)(given in Fig. 7(c) and 7(d)).

7 Conclusion

In this paper we considered a discrete prey-predator model with ratio dependent func-
tional response. From the analytical and numerical analysis it is clear that there exists
different regions where the system is stable, unstable with Flip and Neimark-sacker bi-
furcation and chaotic. From the previous discussion it is clear that the intrinsic growth
rate (r) and discretization factor (h, i.e. generation gap time) plays an important role
for stabilization and dis-stabilization of the biological model. Here for the set of pa-
rameter value h = 0.8, b = 1.1, d = 0.9, f = 1.2 and m = 0.7, rϵ(0, 4.06) and initial
value (x0, y0) = (0.4, 0.2) the system experiences sub-critical Neimark-sacker bifurca-
tion, then stable then flip bifurcation and chaotic phenomenon with increase of intrinsic
growth rate (r) i.e. in our model birth rate(r) plays an important role. The stable and
chaotic behavior have been justified by calculating Lyapunov exponent in each case.
Varying two control parameter(r and h) one can observe the chaotic phenomenon in
two-dimensional parametric space which also explain how the system depend on the
discretization factor. Finally by using Feedback chaos control method we are able to
stabilize the chaos which has been justified for a particular parameter set given in sec-
tion: VI. One can also investigate this model with Holling type I, II, III or even other
different functional responses to investigate the dynamics of the system. One can also
study the system by introducing allee effect and different hevesting terms.
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Abstract. Carbon is regarded as the building block of life. Approximately 50% of the total dry
biomass on earth is contributed by the carbon (biotic pool). Carbon is also present in abiotic com-
ponents of the earth. Carbon in biotic and abiotic compartment together forms the earth’s carbon
pool. The biotic carbon is known to work in a cycle without external intervention. However, few
external interventions may arise owing to natural and anthropogenic process. These processes re-
sult in carbon flux or mass transfer across various pools. The carbon flux across the lithospheric
and atmospheric compartment is responsible for global warming and the flux between lithospheric
and hydrospheric compartment is the cause of water pollution. Thus the movement of carbon mass
between compartments is the area has drawn significant research attention as these processes intro-
duces a spectrum of environmental entanglements. Accordingly, a research scope exists towards
sustainably utilizing various pools through strategic planning of carbon flux.
Keywords: Carbon flux. Carbon pool. Lignocellulosic biomass. Sustainability.
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1 Introduction
Movement of carbon betwixt four major reservoirs: the atmosphere, the oceans, land, and fossil
fuels are referred to as the global carbon cycle. Relocation of carbon from one stockpile to another
may take place within seconds or over millennia [1].
Three major reasons account the significance of the carbon cycle. Primarily about 50% of the
total dry weight of the biomass on earth is composed of carbon. Secondly, different metabolic
transactions within living systems as well as in industrial systems are carried by carbon-containing
compounds. The third reason for the escalating interest in the carbon cycle is the elevated usage
of fossil fuels. Carbon dioxide (CO2) and methane (CH4) are two which are imperative carbon-
containing greenhouse gases. Without the presence of these gases, the Earth’s average temperature
would be around -33 ◦C. Due to the presence of these gases in proper quantities, the mean tempera-
ture of the earth is suitable to hold different life forms. Augmentation of greenhouse gases towards
the atmosphere from manufacturing bustle, notwithstanding, are broadening the concentrations of
these gases, intensifying the greenhouse effect, and starting to warm the Earth [2], [3].
The global carbon cycle, therefore, is responsible for the rise in the global temperature which has

resulted in the phenomena known as global warming. A steep enhance in the carbon dioxide con-
centration in the atmosphere has resulted from different anthropogenic activities over the past few
years. The processes culpable for enumerating carbon to, and withdrawing it from, the atmosphere
is not well enough understood to anticipate forthcoming levels of CO2 with an enormous certainty.
These processes are a part of the global carbon cycle [4], [5].
Major processes that introduce carbon into the atmosphere or eradicate it, such as the kindling of

fossil fuels and the formulation of tree plantations, are under forthright anthropological domina-
tion. Others, such as the accretion of carbon in the hydrosphere or the lithosphere as a consequence
of variations in global climate (i.e., feedbacks between the global carbon cycle and climate), are
not within unequivocal human restraint except through dominating rates of greenhouse gas emis-
sions and, hence, climatic change. Carbon dioxide plays an important role as compared to the other
greenhouse gases which are under direct anthropological control and is expected to continue so in
the upcoming years [6], [7].

Lignocellulosic biomass due to their carbon neutrality feature and wide abundance may be con-
sidered as one of the most dynamic key players in this critical scenario of environmental deteri-
oration. Lignocellulosic biomass primarily comprised of lignin and cellulosic compartments and
can be predominantly indicated to the biodegradable organic chunk, which originates through dif-
ferent biological processes and is considered as a budding determinant of renewable energy. Pre-
dominantly they can be subcategorized into certain class namely woody biomass, marine algae,
agricultural residues, energy crops, etc. [6], [7]. Rational utilization of biomass derived energy
needs to be bolstered at national as well as international horizon, prior to the consumption of the
conventional fossil fuel inventory. European Union (EU) has adopted a goal to obtain 20% of the
total energy from renewables by 2020. [8], [9].

Presently biomass subsidizes around 20% of the global energy prerequisites. Utilization of
biomass-based energy ischiefly observed in rural areas as they are economical and easily acces-
sible. Developed countries have comparatively less dependence on biomass-based energy when
compared to the undeveloped nations. In the US and EU, only about 5% of the total energy re-
quirement is accosted by biomass. Presently straightforward combustion of biomass in the furnace
is the most prevailing method to obtain energy in the form of electricity and heat. [10] – [10].
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The prime objective of this review includes the identification of major carbon pools present on
the earth and the different fluxes within them. The global carbon cycle along with the different
processes involved within the cycle has been discussed in detail. Various major environmental
issues are discussed which aroused due to the anthropogenic intervention of the global carbon
cycle. Lastly, few ways of mitigation have been discussed in order to circumvent the environmental
problems that have been discussed earlier.

2 Global Carbon Cycle
Presence of carbon can be found in the atmosphere, lithosphere, hydrosphere, and biosphere of
the earth. When considering the Earth as an entire ecosystem, these four spheres of the earth may
be referred to as different carbon pools (sometimes also called stocks or reservoirs) because they
act as stockpile houses for enormous chunks of carbon. Any dynamism or movement of carbon
among these reservoirs or pool is called a flux. In any integrated system, fluxes hook up reservoirs
together to conceive cycles and feedbacks. This dynamism of carbon results in the movement of
carbon fraction from the atmosphere to green plants (containing chlorophyll) by the process of
carbon fixation. These accumulated form of carbon from plants moves forward through the food
chain. Upon death and decay of the plant or other members of the food chain, this stored form
of carbon is being released either into the atmospheric or within the lithospheric carbon reserve.
If we consider earth as an entire ecosystem, all these processes which involve the movement of
carbon from one pool to another can be summed up to present the global carbon cycle. A simple
schematic representation of the global carbon cycle has been portrayed in Figure 1 [11].

Figure 1: Schematic representation of the global carbon cycle.

3 Carbon Pools
Due to elevation of fossil fuel consumption in the past few years, a huge amount of CO2 has been
generated which has resulted in a spectrum of environmental entanglements like global warming,
sea-water acidification, the rise in seawater level, etc. Accordingly, a significant research scope
exists in order to track such dynamism of carbon from one pool to another, the driving force
behind such processes and the time required during such movements of carbon from one pol to
another. Banking on the aspiration, the different pools of carbon present on earth can be organized
into infinite contrasting sections. On an expansive scale, carbon pool has been divided into four
categories [12].

A huge portion of the carbon is stockpiled within the rocks which are located deep inside the
earth’s crust. They had formed overages by weathering and hardening of mud or by the deposition
of the calciferous shells and skeletons of different living forms on the earth. In sync all sedimentary
rocks on Earth stockpile 100,000,000 Petagrams of carbon (PgC) where one Petagram is equivalent
to 1×10 [13] grams. The lithospheric carbon reserve of earth embraces approximately 4,000 PgC
in the form of complex hydrocarbons. These hydrocarbons were formed overages as a result of
weathering of carbonaceous materials which were deposited inside the earth’s crust. Extreme
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environmental conditions like elevated temperature and pressure may be considered as the major
driving force behind such conversions [13].

Figure 2: Different carbon pools on earth (Source : Schlesinger Biogeochemistry 1997 and 2013
editions)

The hydrospheric reserve of the earth encompasses a huge chunk of inorganic carbon (around
38,000 PgC) which has remained in dissolved form over a huge time scale. Another petite carbon
chunk of about 1,000 PgC may be found near the proximity of the ocean surface. This particular
fraction of carbon may be interchanged continuously with the atmospheric carbon reserve. Various
physicochemical as well as biological processes may be regarded as the driving forces behind such
dynamism of carbon. However, a fraction of this carbon reserve may permanently translocate
towards the ocean crust and thereby get deposited for a protracted period [16].

The atmospheric carbon pool encompasses a relatively lower carbon chunk (about 750 PgC) as
compared to the other carbon pools present on earth. Carbon dioxide and methane are considered
as the imperative components among various other forms of carbon present in this particular pool
since they contribute towards the greenhouse effect. Although this particular carbon pool is much
smaller when compared to others, it plays a crucial role in maintaining a huge number of life forms.
A few years back this carbon pool measured around 560 PgC, however, due to increased human
activities like deforestation, urbanization, increased fossil fuel burning, etc., has resulted in the
elevation in this carbon pool. The present value of this pool is thought-provoking, and significant
research attention is required in order to curtail the size of this carbon pool within safe limits [13].

The terrestrial ecosystem is regarded as another major carbon pool on earth. This pool comprises
of microscopic as well as macroscopic living beings. The major chunk of this carbon pool is
organic in nature since most of this carbon is of living origin. Green plants along with few species
of algae (containing chlorophyll) capture CO2 from the atmospheric carbon reserve and converts
into five and six-carbon sugars by the process of photosynthesis. Apart from sugar synthesis,
the absorbed carbon is also incorporated to form various tissues, resulting in their growth and
development although; a fraction of this captured carbon is being released back into the atmosphere
as a result of internal metabolism and respiration. The tissue thus formed has the competence to
grasp a significant quantity of carbon within them. This particular pool of carbon may accounts for
560 PgC approximately. Estimation of the amount of carbon stored within the soil is a perplexing
task since a major portion of soil is being constantly eroded by the rivers. However, the carbon pool
stored within the soil has been estimated to be about 1500 PgC. A major fraction of this carbon
pool is obtained as a result of the decay of various living forms by the action of microorganisms.
This process of microbial breakdown effectively releases the captured carbon into the atmosphere
in the form of CO2 [14].

4 Carbon Flux
Carbon flux can be defined as the movement of carbon from one pool to another within a defined
time frame and is expressed in kg km2 yr-1. The size of a carbon flux may vary accordingly
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depending upon a particular process. More than one number of fluxes may exist within a single
carbon pool. Flux may result in simultaneous addition or removal carbon from one pool [12].

Carbon sequestration is the mechanism by which chlorophyll-containing plants can convert the
atmospheric form of carbon into their structural component which mainly comprises of hydrocar-
bons, in presence of photons. These accumulated carbon form may pass to the higher trophic levels
through the food chain. After the specific lifespan of these organisms, they are either burnt in an
open environment or are buried under the soil. Both these processes result in the release of the
accumulated carbon within the living form into the atmospheric or the lithospheric carbon pool.
It has been estimated that all the plants on the earth may cumulatively sequester a huge carbon
chunk about 610 PgC within themselves and they can effectively absorb about 120 PgC/ year via
photosynthesis out of which approximately 60 PgC/ year is returned back to the atmospheric car-
bon pool as a result of internal metabolism and respiration [7]. Apart from that, another major
carbon flux may be observed when a plant during their lifecycle shed their leaves or other parts
like roots, branches, etc. These fragments are ultimately decomposed by the microorganisms and
the resultant carbon fraction is added to the atmospheric or the lithospheric carbon pool [14]. Mi-
croorganisms fulfill their nutritional requirement during the course of this decomposition process
and as a byproduct, carbon dioxide is being released. This CO2 flux may be estimated roughly
around 60 PgC/ year [4].

The flux that takes place at the interface of the hydrospheric and the atmospheric carbon pool
is due to the process of diffusion. The atmospheric carbon in the form of CO2 partially dissolves
to the uppermost layer of the seawater depending upon the partial pressure of CO2 of both pools.
Upon dissolution, an intermediate product in the form of carbonic acid is formed. The carbonate
(HCO3

-) thus formed is incorporated by various marine organisms in the form of shells. Upon the
death of these marine organisms, the stored carbon within the shells gets trans-located into the sea
bed [9].

4.1 Figure 3. Major annual carbon fluxes into and out of the atmosphere
The marine plants also behave in a very similar fashion when compared to the plants dwelling on
the lithosphere. They sequester the dissolved CO2 available in the seawater and produce sugars
and other mandatory products required for their growth and development. This carbon flux is
approximately 92 PgC / year. The energy thus stored can also be transmuted to the higher trophic
levels of the food chain. Upon the death of those plants, the sequestered carbon within them gets
released into the surrounding environment due to the process of decomposition by microorganisms.
This decomposition process takes place at a relatively faster rate as compared to the plants dwelling
in the lithosphere since most of the marine plants are herbaceous in nature. This flux of carbon is
approximately found out to be 90 PgC / year [15].
The global carbon cycle is presently facing numerous external interventions due to various human
activities like deforestation, uncontrolled fossil fuel consumption, etc. which has, in turn, raised
a spectrum of entanglements like melting of polar ice caps, acid rain, global warming, etc. The
major outcome of these activities has resulted in a net increase of the stratospheric CO2 levels.
Burning of fossil fuel is solely responsible for a net carbon flux about 5-9 PgC/ year towards
the atmosphere. Deforestation may be regarded as another key player in this context as plants
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can sequester a huge chunk of atmospheric carbon within them resulting in the net reduction of
the stratospheric CO2. Population outburst and industrialization are considered as the underlying
motive for deforestation. Data reported that several acres of forests are cleared on a daily basis
in order to obtain timber, which has different industrial as well as energetic application. These
elevated human activities have resulted in a net movement of the carbon flux (about 1-2 PgC/year)
towards the stratospheric carbon pool [16].

5 Environmental Issues
Burning of fossil fuels results in the emission of COx, NOx, and SOx. When these compounds
react with the moisture present in the atmosphere they result in the formation of different corrosive
agents like carbonic acid, nitric acid, and sulphuric acid. With the help of different agents like
clouds, the air they can be transferred from one place to another and ultimately after a certain
period of time, they come back to the stratosphere in the form of acid rain. They have severe
deleterious impacts on monuments, farming, and human health since they are extremely corrosive
in nature. Acid precipitation increases the acidity of the lithospheric and atmospheric carbon pool
(where it occurs) and thereby causes intense damage to the life forms available over there. Seawater
acidification has been another major threat to the environment due to acid precipitation. Apart from
acid rain, many other potentially harmful substances are being generated due to human activities
(chlorides, volatile organic compounds (VOCs) to name a few). Elevated human activities like use
of fossil fuel-driven vehicles and burning of coal (which together accounts for 80% SOx and 48%
NOx release) may be considered as potential bidders of acid precipitation [19].

The presence of the stratospheric ozone layer about 12-25 km above the mean sea level plays an
important role by hindering the harmful ultraviolet rays from entering the atmosphere. These ul-
traviolet rays are potential carcinogens which may cause different types of dermatological cancers.
Depletion of the ozone was observed first in 1985 by a group of a British scientist. The key reason
responsible for this environmental catastrophe was identified to be N2O and chlorofluorocarbons
(CFCs) which are chlorinated and brominated organic compounds in nature. CFCs were mainly
used in artificial cooling systems like refrigerators, air conditioners, and foams. Excessive use of
these compounds resulted in the depletion of the stratospheric atmospheric ozone layer. In the year
of 1987, an international treaty was signed among different countries in Montreal (popularly known
as Montreal protocol) to minimize the production and use of CFCs and halons. These strategies
were further intensified in the London Conference held in London in the year 1990. Moreover,
new innovative strategies and planning were also adopted in order to find alternatives for CFCs
[17].
Another pressing environmental concern in present times is global warming. Due to increased con-
sumption of fossil fuels, and deforestation, the amount of greenhouse gases like methane, carbon
dioxide, peroxyacetylnitrate (PAN) has raised above the threshold limits within the atmosphere.
Among them, carbon dioxide alone contributes about 50% of the total greenhouse effect. These
gases have the ability to trap the incoming solar radiation (in form of heat energy) and thus main-
tain the temperature suitable for livelihood. Owing to their sharp increase in their concentration,
the mean atmospheric temperature is increasing at an alarming rate which further has invited a
gamut of concerns. In the past few years, the mean temperature of the earth has been raised by
0.6◦C. Due to this elevation in temperature polar ice cap melting has begun which has further re-
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sulted in the net increase of the sea level by 20 cm. Energy-related happenings contribute both
directly and indirectly to the emission of different greenhouse gases. It has been estimated that
by the end of 2100, the mean temperature of the earth may rise up to 5◦C. Various strategies have
been undertaken by the U.S. Environmental Protection Agency (EPA) in order to combat such
environmental changes. Reduction in the emission of greenhouse gas has been considered as the
most effective strategy to circumvent the ongoing environmental concerns. Reforestation along
with the utilization of alternative fuels which are carbon-neutral has been recommended in order
to minimize the atmospheric CO2 level. In order to circumvent all these environmental concerns,
effective participation of all the developed, as well as the developing countries, is required [18],
[19].

6 Ways of Mitigation
Disproportionate utilization of fossil fuels nowadays is escalating the greenhouse gas content in the
atmosphere, which eventually consequences in global warming. As a remedial strategy, minimiza-
tion of the lithospheric carbon reserve and at the same time employing other forms of renewable
energy will consequence in the minimization of the atmospheric carbon content resulting as a re-
medial measure for increasing global warming [20].
Carbon sequestration is a process by which the stratospheric carbon can be captured and stored (in
solid or liquid form for a relatively longer period) by a sink in order to minimize the atmospheric
CO2 level. This process can be biological as well as physicochemical. The preliminary tenacity
of undertaking this is the postponement global warming and avoiding extreme climate change. It
is significant to note that supplementary forms of carbon are also stockpiled for the period of this
sequestration process. A more scientific explanation (and example) is the removal and storage of
carbon from the atmosphere to sinks – oceans, soil, the forest through physical means and the
natural process best known as photosynthesis [21].
The bio-based economy can be another excellent alternative approach in order to combat this
present scenario of environmental degradation. Significant research attention, the formation of
strict environmental policies, life cycle assessment of biomass-based energy systems, as well as
new innovations needs to be done in order to replace the use of conventional fossil fuel with
biomass-based energy systems for energy recovery [22].
Energy recovery from renewables has been escalated on a global basis in order to prevent environ-
mental degradation. Among different available renewable energy sources, biomass-based energy
recovery has been received significant research attention due to their carbon neutrality, wide avail-
ability, and ease of applicability. Process economics has been another important attribute which has
widened their acceptability. However, relatively lower calorific value, bulk density (as compared
to the conventional fossil fuels), seasonal supply and food to fuel ratio are few major drawbacks
in context to energy recovery from biomass (EUROPE, Europe Commission) (IEA Clean Coal
Center, 2005). To overcome these hurdles, conjoining biomass and coal for power cohort can be a
potentially viable substitute. Co-firing readily enhances the quality of biomass in terms of calorific
value. Moreover, it will also reduce the operating cost for existing industries, which solely de-
pends upon coal as the prime source of energy (IEA Clean Coal Center, 2005). Type of biomass
feedstock accessible for energy commitments comprises of agricultural residues, dedicated energy
crops, biomass obtained from the forest (like leaves, twigs, etc.), biomass obtained from industry
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(e.g. timber processing unit), parks and garden waste, and other. Data indicated in Table 1 gives
a complete list of different potential biomass feedstock available for energy recovery along with
their compositional analysis, and few common examples [22]- [23].

Supply
sector

Type Example Cellulose (%) Hemicellulose
(%)

Lignin (%) Calorific
value (MJ/kg)

Agro
residues

Dry
lignocellulosic

Straw,
residues etc.

20-50 15-40 20-40 13-17

Energy
crops

Oil and starch
energy crops

Miscanthus,
sugar beet,

flax etc.

30-55 20-35 25-35 15-20

Forestry Branches,
twigs

Bark, wood
blocks etc.

20-45 25-40 30-55 14-19

Industry Wood chips,
saw dust

Vegetable
peels, black

liquor

25-50 15-35 25-45 16-19

Park &
gardens

Herbs, grasses Grass,
pruning

30-45 25-45 10-30 15-18

Waste Contaminated
waste

Demolition
wood,

Landfill gas

10-40 5-25 15-35 16-19

Others Roadside hay Olive, cacao,
almond

15-40 5-35 10-40 16-19

Table 1: Classification of biomass, their chemical composition, and the range of calorific value.
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7 Conclusion
Population outburst, amplified urbanization has led to mounting dependency on fossil fuel usage
to meet the energy demands which in turn raised a gamut of concerns like global warming, acid
rain etc. Continuous upsurge in the CO2 emission has many other damaging effects like polar ice
cap melting, increase in net sea level, microbial contamination, floods, droughts etc. The emis-
sion from the burning of fossil fuels has depreciated the indoor as well as the outdoor air quality.
In order to minimize such unwanted scenarios, energy retrieval from lignocellulosic biomass as a
substitute to fossil fuels can be an outstanding alternative. This will also help in the fortification
of public well-being. Significant research attention is still required for utilization of biomass in
context to energy recovery from them in terms of process simplicity and cost to benefit economics.
Pretreatment of biomass for energy densification can be another outstanding methodology for en-
ergy retrieval from biomass as because biomass has moderately less heating values as equated to
the conventional fossil fuels like coal, petroleum etc. Hence more advanced research methodolo-
gies must be developed such that lignocellulosic biomass can be utilized more efficiently which
will result in the minimization of the many environmental concerns as well as will be able to meet
the primary energy demand of mankind.
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Abstract. In association to a connected graph, we have many other interrelated
graphs such as edge-semitotal graph Q(G), total graph T (G), line graph L(G)
and so on. The inverse sum indeg (ISI) index defined as

ISI(G) =
∑

uv∈E(G)

1
1

dG(u)
+ 1

dG(v)

=
∑

uv∈E(G)

dG(u)dG(v)

dG(u) + dG(v)

has drawn considerable attention in recent times because of its significant predic-
tion ability of total surface area of octane isomers. In this paper, we investigate
the ISI index of Cartesian products related to Q(G) and T (G) and obtain ex-
pressions for the same . Further the extremal cases of the bounds are also studied.

Mathematics Subject Classification: 05C05, 05C07

Keywords: Degree of vertex · line graph · ISI index · edge-semitotal graph ·
total graph.

1 Introduction

Throughout this paper we have considered only finite, simple, connected and undirected
graphs. V (G) and E(G) represent the vertex set and edge set of a graph G respectively.
We use dG(u) to denote the degree of a vertex u in G and Pn to represent a path of
order n. The notations and terminologies used but not clearly stated in this article may
be found in [14].

The topological index of a molecular graph is a numerical quantity modelled out of
a graph’s molecular structure which sets up a correlation of chemical structure of the
graph with various physical, chemical and biological properties of the graph. Thousands
of topological indices (also known as molecular-based structure descriptors) based on
vertex-degree, distance, eccentricity, etc. have been proposed and studied since the later
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2 Mahanta et al.

part of the twentieth century. Historically the Zagreb indices proposed by Gutman and
Trinajstić [5] were the first vertex-degree-based structure descriptors. One may refer
to [6] for a deeper insight into some degree-based topological indices. Among these
indices, the inverse sum indeg(ISI) index has garnered considerable interest because of
its ability of giving a good estimate of total surface area of octane isomers. For an idea
of the recent contributions related to the ISI index, one can refer to [1], [2], [4],[8], [9],
[11], [13].

In this paper we study ISI index of newly defined graph operations related to edge-
semitotal and total graphs based on cartesian product.

2 Preliminaries

Definition 1. First Zagreb index:[6] The first Zagreb index of a graph G is defined as

M1(G) =
∑
v∈V

d2v =
∑
uv∈E

(du + dv).

Definition 2. Second Zagreb index:[6] The second Zagreb index of a graph G is de-
fined as

M2(G) =
∑
uv∈E

dudv.

Definition 3. Inverse sum indeg index:[11]

ISI(G) =
∑

uv∈E(G)

1
1

dG(u) +
1

dG(v)

=
∑

uv∈E(G)

dG(u)dG(v)

dG(u) + dG(v)

Definition 4. Line graph:[12] The line graph L (G) of a graph G is defined to have
as its vertices the edges of G, with adjacency being defined upon sharing of a common
vertex between the edges in G.

To obtain the edge-semitotal graph Q(G) from a graph G, we insert a new vertex
into each edge of G and then join these new pairs of vertices on adjacent edges of G.
We have the edges and vertices of G as the corresponding vertices in T (G). Adjacency
in T (G) is determined by the adjacency or incidence of the corresponding elements of
G. For more detail on these operations, one may refer to Handbook of Product Graphs
by Hammack [7] and [3].

Now in this work we extend these operations for a graph G and propose a more
generalized version of them, namely Qt(G) and Tt(G) as follows.

Definition 5. The graph Qt(G) of a graph G is obtained from G by replacing each
edge uv in G by a path of length t + 1, with u and v as the end vertices of the path
and then joining each new vertex introduced for a particular edge to every new vertex
corresponding to an edge adjacent to it in the original graph (see Figure 1).

Definition 6. The graph Tt(G) of a graph G is obtained from G by adding a path of
length t + 1 parallel to each edge uv in G, with u and v as the end vertices of the
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path and then joining each new vertex introduced for a particular edge to every new
vertex corresponding to an edge adjacent to it in the original graph along with the
edges present in the original graph (see Figure 2).

Analogous to the Q-sum and T -sum, we define Qt-sum and Tt-sum of two graphs as
follows.

Definition 7. The Qt-sum G1 +Qt
G2 of the two graphs G1 and G2 is a graph with

vertex set V (Qt(G1))×V (G2) in which (u1, v1)(u2, v2) is an edge if and only if [u1 =
u2 ∈ V (G1) and v1v2 ∈ E(G2)] or [v1 = v2 ∈ V (G2) and u1u2 ∈ E(Qt(G1))].

Definition 8. The Tt-sum G1 +Tt
G2 of the two graphs G1 and G2 is a graph with

vertex set V (Tt(G1))×V (G2) in which (u1, v1)(u2, v2) is an edge if and only if [u1 =
u2 ∈ V (G1) and v1v2 ∈ E(G2)] or [v1 = v2 ∈ V (G2) and u1u2 ∈ E(Tt(G1))].

It is to be noted that dQt(G)(u) = dG(u) ∀ u ∈ V (G) and dQt(G)(w) = 2 +
tdL(G)(w) ∀ w ∈ V (Qt(G)) \ V (G), where w is inserted into the edge uv of G as
the new vertex. Also, we have dTt(G)(u) = 2dG(u) ∀ u ∈ V (G) and dTt(G)(w) =
2 + tdL(G)(w) ∀ w ∈ V (Tt(G)) \ V (G).

Fig. 1: An example : Q3(P3)

Fig. 2: An example : T3(P3)

3 Main Results

We start our discussion by stating a famous result known as Jensen’s inequality.
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P3 +Q3
P3 P3 +T3

P3

Fig. 3: An example of G1 +Qt
G2 and G1 +Tt

G2

Lemma 1. [10] For a convex function f on the interval I with x1, x2, ..., xn ∈ I ,

f

(
x1 + x2 + ...+ xn

n

)
≤ f(x1) + f(x2) + ...+ f(xn)

n

with equality holding if and only if x1 = x2 = ... = xn.

Theorem 1. Let G be a simple connected graph of m edges. Then,

ISI(Qt(G)) <M1(G) +
t

2
+

t

4
M2(L(G))−mt.
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Proof.

ISI(Qt(G)) =
∑

uv∈E(G)

[ dQt(G)(u)dQt(G)(x)

dQt(G)(u) + dQt(G)(x)
+

dQt(G)(y)dQt(G)(v)

dQt(G)(y) + dQt(G)(v)

]
+

∑
eifj∈E(L(G))

i,j=1 to t

dQt(G)(ei)dQt(G)(fj)

dQt(G)(ei) + dQt(G)(fj)

where x,y are the terminal vertices of the path inserted between u and v.

=
∑

uv∈E(G)

[ dG(u){(dG(u) + dG(v))t− 2(t− 1)}
dG(u) + (dG(u) + dG(v))t− 2(t− 1)

+
{(dG(u) + dG(v))t− 2(t− 1)}dG(u)
(dG(u) + dG(v))t− 2(t− 1) + dG(u)

]
+

∑
eifj∈E(L(G))

i,j=1 to t

{2 + tdL(G)(ei)}{2 + tdL(G)(fj)}
2 + tdL(G)(ei) + 2 + tdL(G)(fj)

=
∑

1 +
∑

2

For
∑

1 :
dG(u){(dG(u) + dG(v))t− 2(t− 1)}
dG(u) + (dG(u) + dG(v))t− 2(t− 1)

=
1

2
f
[ dG(u) + (dG(u) + dG(v))t− 2(t− 1)

2dG(u){(dG(u) + dG(v))t− 2(t− 1)}

]
(where f(x) =

1

x
, which is a convex function for x ∈ (0,∞).)

≤1

4

[
f(

1

(dG(u) + dG(v))t− 2(t− 1)
) + f(

1

dG(u)
)
]

=
1

4

[
(dG(u) + dG(v))t− 2(t− 1) + dG(u)

]

The equality case here fails for a regular graph.

Therefore,
∑

1 ≤ 1

2

∑
uv∈E(G)

[
(dG(u) + dG(v))t− 2(t− 1) + dG(u)

]
=

t

2

∑
uv∈E(G)

(dG(u) + dG(v))− (t− 1)
∑

uv∈E(G)

1 +
1

2

∑
uv∈E(G)

dG(u)

=
t

2
M2(G)−m(t− 1) +

1

2
M1(G)
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For
∑

2 :
{2 + tdL(G)(ei)}{2 + tdL(G)(fj)}
2 + tdL(G)(ei) + 2 + tdL(G)(fj)

=
1

2
f
[ 2 + tdL(G)(ei) + 2 + tdL(G)(fj)

2{2 + tdL(G)(ei)}{2 + tdL(G)(fj)}

]
≤1

4

[
f(

1

2 + tdL(G)(fj)
) + f(

1

2 + tdL(G)(ei)
)
]

=
1

4

[
2 + tdL(G)(fj) + 2 + tdL(G)(ei)

]
=1 +

t

4
{dL(G)(ei) + dL(G)(fj)}

where equality holds if and only if G is regular.

Therefore,
∑

2 ≤
∑

eifj∈E(L(G))

[
1 +

t

4
{dL(G)(ei) + dL(G)(fj)}

]
=|E(L(G))|+ t

4
M2(L(G))

=
1

2
M1(G)−m+

t

4
M2(L(G)).

Therefore, ISI(Qt(G)) <M1(G) +
t

2
M2(G) +

t

4
M2(L(G))−mt.

Similarly we can obtain the following result.

Theorem 2. Let G be simple connected graph and m be the number the edges in it.
Then,

ISI(Tt(G)) <
1

2
M1(G) + (2t+

1

2
)M2(G)− 4mt+ 3m+

t

4
M2(L(G)) + 2ISI(G).

Now we present the result for Qt-sum and Tt-sum.

Theorem 3. Let G1 and G2 be two graphs where ni = |V (Gi)| and mi = |E(Gi)|;
i = 1, 2. Then,

ISI(G1 +Qt
G2) <

9n2M1(G1)

4
+

n1M1(G2)

4
+

tn2M2(G1)

4
+ tn2M2 (L (G1))

−
(
t+ 7

2

)
m1n2 +

3

2
m1n2.

Proof. For simplicity, let d (u, v) denote the degree of a vertex (u, v) in G1 +Qt
G2.

ISI(G1 +Qt
G2) =

∑
u∈V (G1)

∑
v1v2∈E(G2)

(
d(u, v1)d(u, v2)

d(u, v1) + d(u, v2)
)

+
∑

v∈V (G2)

∑
u1u2∈E(Q(G1))

(
d(u1, v)d(u2, v)

d(u1, v) + d(u2, v)
)

=
∑

1 +
∑

2
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Now,

∑
1 =

∑
u∈V (G1)

∑
v1v2∈E(G2)

(

(
dQt(G1)(u) + dG2

(v1)
) (

dQt(G1)(u) + dG2
(v2)

)
2dQt(G1)(u) + (dG2

(v1) + dG2
(v2))

)

For each u ∈ V (G1) and each v1v2 ∈ E(G2), by Jensen’s inequality we have(
dQt(G1)(u) + dG2

(v1)
) (

dQt(G1)(u) + dG2
(v2)

)
dQt(G1)(u) + dG2(v1) + dQt(G1)(u) + dG2

(v2)
≤ dG1

(u)

2
+

dG2
(v1) + dG2

(v2)

4

with equality holding if and only if G2 being regular.
Therefore,

∑
1 ≤

∑
u∈V (G1)

∑
v1v2∈E(G2)

[dG1
(u)

2
+

dG2
(v1) + dG2

(v2)

4

]
=
m2

2

∑
u∈V (G1)

dG1
+

1

4

∑
u∈V (G1)

∑
v1v2∈E(G2)

dG2
(v1) + dG2

(v2)

=
2m1m2

2
+

n1M1(G2)

4

=m1m2 +
n1M1(G2)

4

Also,∑
2

=
∑

v∈V (G2)

∑
ue∈E(Qt(G1))

u∈V (G1),e∈V (Qt(G1))\V (G1)

(
(dQt(G1)(u) + dG2(v))(dQt(G1)(e) + dG2

(v))

(dQt(G1)(u) + dG2
(v)) + (dQt(G1)(e) + dG2

(v))
)

+
∑

v∈V (G2)

∑
eifj∈E(Qt(G1))

ei,fj∈V (Qt(G1))\V (G1)
i,j=1 to t

(
(dQt(G1)(ei) + dG2

(v))(dQt(G1)(fj) + dG2
(v))

(dQt(G1)(ei) + dG2
(v)) + (dQt(G1)(fj) + dG2

(v))
)

=
∑

v∈V (G2)

∑
uw∈E(G1)

(
(dQ(G1)(u) + dG2(v)) ((dG1(u) + dG1(w))t− 2 (t− 1))

(dQ(G1)(u) + dG2
(v)) + (dQt(G1)(e) + dG2

(v)) + (dG1
(u) + dG1

(w))t− 2 (t− 1)
)

+
∑

v∈V (G2)

∑
eifj∈E(Qt(G1))

ei,fj∈V (Qt(G1))\V (G1)
i,j=1 to t

(
((dG1(u) + dG1(w))t− 2 (t− 1)) ((dG1(u) + dG1(w))t− 2 (t− 1))

((dG1
(u) + dG1

(w))t− 2 (t− 1)) + ((dG1
(u) + dG1

(w))t− 2 (t− 1))

)

=
∑

v∈V (G2)

∑
uw∈E(G1)

(
(dG1

(u) + dG2
(v)) ((dG1

(u) + dG1
(w))t− 2 (t− 1))

(dG1(u) + dG2(v)) + (dG1(u) + dG1(w))t− 2 (t− 1)
)
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+
∑

v∈V (G2)

∑
eifj∈E(Qt(G1))

ei,fj∈V (Qt(G1))\V (G1)
i,j=1 to t

(
((dG1(u) + dG1(w))t− 2 (t− 1)) ((dG1(u) + dG1(w))t− 2 (t− 1))

((dG1
(u) + dG1

(w))t− 2 (t− 1)) + ((dG1
(u) + dG1

(w))t− 2 (t− 1))

)

For each v ∈ V (G2) and each ue ∈ E(Qt(G1)) with u1 ∈ V (G1) and e ∈ V (Qt(G1))\
V (G1), by Jensen’s inequality we have

(dG1(u) + dG2(v)) ((dG1(u) + dG1(w))t− 2 (t− 1))

dG1(u) + dG2(v)) + (dG1(u) + dG1(w))t− 2 (t− 1)
≤1

4
{dG1(u) + dG1(w))t

− 2 (t− 1) + dG1
(u) + dG2

(v)}.

Here equality arises if and only if (dG1(u) + dG1(w)) t−2 (t− 1) = dG1(u)+dG1(v).
But if we take both graphs to be regular of the same degree, then both graphs must be
K2 which is not possible here.
Again for each v ∈ V (G2) and each eifj ∈ E(Qt(G1)) with ei, fj ∈ V (Qt(G1)) \
V (G1); i, j = 1 to t, by Jensen’s inequality we have

(
((dG1

(u) + dG1
(w))t− 2 (t− 1)) ((dG1

(u) + dG1
(w))t− 2 (t− 1))

((dG1
(u) + dG1

(w))t− 2 (t− 1)) + ((dG1
(u) + dG1

(w))t− 2 (t− 1))

)
≤ (dG1

(u) + dG1
(w))t− 2 (t− 1) .

Here the equality case fails for t=3 which gives an absurd condition.
Therefore,

218210



The ISI Index of Cartesian Products Related to Edge-Semitotal and Total Graphs 9

∑
2 ≤1

4

∑
v∈V (G2)

∑
uw∈E(G1)

{{dG1
(u) + dG1

(w))t− 2 (t− 1) + dG1
(u) + dG2

(v)}}

+
∑

v∈V (G2)

∑
eifj∈E(Qt(G1))

ei,fj∈V (Qt(G1))\V (G1)
i,j=1 to t

{(dG1
(u) + dG1

(w))t− 2 (t− 1)}

=
t

4

∑
v∈V (G2)

∑
uw∈E(G1)

(dG1(u) + dG1(w))−
t− 1

2

∑
v∈V (G2)

∑
uw∈E(G1)

(1)

+
1

4

∑
v∈V (G2)

∑
uw∈E(G1)

dG1
(u) +

1

4

∑
v∈V (G2)

∑
uw∈E(G1)

dG1
(v)

+
∑

v∈V (G2)

∑
pq∈E(L(G1))

(
2 + tdL(G1)(q) + 2 + tdL(G1)(q)

)
=
tn2

4
M2 (G1)−

m1n2 (t− 1)

2
+

n2

4
M1 (G1) +

2m1m2

4
+ 4n2 |E (L (G1))|

+ tn2M2 (L (G1))

=
tn2

4
M2 (G1)−

m1n2 (t− 1)

2
+

n2

4
M1 (G1) +

m1m2

2
+ 4n2

(
1

2
M1 (G1)−m1

)
+ tn2M2 (L (G1))

=
tn2

4
M2 (G1)−

m1n2 (t− 1)

2
+

n2

4
M1 (G1) +

m1m2

2
+ 2n2M1 (G1)− 4m1n2

+ tn2M2 (L (G1))

Hence,

ISI(G1 +Qt
G2) <

9n2M1(G1)

4
+

n1M1(G2)

4
+

tn2M2(G1)

4
+ tn2M2 (L (G1))

−
(
t+ 7

2

)
m1n2 +

3

2
m1n2.

In a similar manner we can obtain the following result. The proof of the following
theorem is omitted to make the presentation short.

Theorem 4. Let G1 and G2 be two graphs where ni = |V (Gi)| and mi = |E(Gi)|;
i = 1, 2. Then,

ISI(G1 +Tt G2) <
1

2
{n2(4− t) +m2}M1(G1) +

n1M1(G2)

4
+

tn2

4
M2(G1)

+
tn2

4
M2(L(G1))−

(t+ 1)

2
m1n2 − 2m1n2 +

5m1m2

2
.

4 Conclusion

The works related to the ISI index for various operations of graphs are found to be
limited in the literature. In this work, we study the ISI index for extensions of Q(G)

219211



10 Mahanta et al.

and T (G), namely Qt and Tt graphs. We also establish bounds of ISI index of the
related sums corresponding to Qt and Tt graphs. The extremal cases of the bounds are
also studied. In future study, one can consider the problem of finding better bounds of
ISI index for these graph operations. Further, study of the extremal cases of the bounds
to categorize the graphs can also be an interesting topic. In this communication, we
have considered the operations based on Cartesian products only. They can be extended
to other graph operations like lexicographic, join of graphs, etc.
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Abstract. Multiclass open set classification implies the task of classi- fication in
more than two known categories in open environment. The open environment is
the case where all categories are not known in ad- vance. In this work, the pro-
posed Intelligent Video Monitoring System presents human activity recognition
from video-dataset using multiclass open set classification. Convolutional Neu-
ral Network is utilized for hu- man activity recognition. A new technique called
CE Loss Thresholding is presented as a layer after the final layer of completely
connected net- work of CNN design to accomplish openness for this classifica-
tion. The Intelligent Video Monitoring System has differed applications in vari-
ous fields, for example, security, sports, military applications, medical science,
entertainment and many more. The implemented design for se- curity at sports
complex will reduce human efforts, cost and will also be more accurate as it can
identify and warn about unusual activities in real time.

Keywords: Multiclass Classification · Open Set Classification · Convo- lutional
Neural Network.

1 Introduction

The advancements in computer vision and machine learning are motivating aca- demic
and industrial researchers towards video event analysis where knowledge is extracted
from activities being carried out in videoes. Especially the case of human activity recog-
nition from videos can be connected to different fields like - surveillance systems from
the security offices to decide anomalous or criminal action utilizing CCTV film.
In the present security monitoring systems, video substance are monitored by an ad-
ministrators. As the number of screens increases, it becomes inconceivable for human
operator to observe every one of the substance 24 X 7. In most of the cases, the CCTV
footages are seen only after a disaster to understand the causes and causalities. In this

221213



2 Swati Kulkarni and Dr. Dhananjay Kalbande

way, there is an extraordinary necessity of intelligent monitoring systems from the se-
curity organizations.
Human action recognition from videos has multiple applications. For exam- ple, accu-
rate and smart observation is required for access control in sensitive zones a like military
area, recognition of strange conduct at crowded places like shopping centers, railroad
stations, hospitals, government structures, business premises, schools and many more
where video analysis play vital role. In the medical field, even the doctors utilizes hu-
man movement recognition for various examinations and investigations. The movement
recognition also very helpful to examine athletic developments and to plan reasonable
and productive struc- tures for preparing. Movement recognition is also valuable in un-
derstanding and learning a passionate comprehension of creative move dance and acts
like Indian Bharatnatyam and Salsa [1]. Action Interpretation from pictures can like-
wise be connected to web based information understanding from pictures posted on
long range informal communication destinations. This data can be utilized for varied
purposes.
The system presented in this work performs multiclass open set classification of human
actions from video dataset. Multiclass classification is that the problem of distinguish-
ing to that of a collection of more than two classes a brand new input belongs, on
the idea of a training set of data containing inputs whose class membership is already
known. However, most of the real situations demands classification of observations that
doesn’t belong to previously well-known class. For example, take into account CCTV
footage, all actions captured don’t seem to be essentially belonging from restricted
trained categories. The unknown sample if tagged as known as per nearest trained cat-
egory then the action predicted is inaccurate. In such cases the system ought to clearly
specify unknown sample as unknown category. Such a classification wherever unknown
sample isn’t classified beneath well-known class rather identified as unknown or new
class sample is termed as open set classification.
Consider a scenario of sports complex where activities like badminton, bowl- ing,
archery, marching etc. are commonly observed. These well-known activities are the
known classes and will form training dataset for the proposed system. The testing
dataset consist of all known and unknown samples. However the network is trained
only for the well-known classes. The test dataset may con- tain unknown samples. For
each test sample, the confidence of prediction which is obtained from cross entropy
loss function, is compared with threshold value and accordingly determine the class to
which test data sample belongs. In other words, if the confidence of prediction is very
low then the sample is classified as unknown category.
The proposed system will not only reduce human efforts but also will be cost effective,
as deep convolutional neural network is used instead of any physical hardware or sen-
sors. Three to five classes from UCF-101 video dataset are uti- lized for human action
recognition issue for multiclass open set classification. UCF101 is an activity recog-
nition video dataset of practical event recordings, gathered from YouTube. It has 101
action classes[2]. The remainder of the paper is organised as below sections namely,
Background, Intelligent video monitoring system, Methodology, Implementation, Re-
sults and discussion, Conclusion and References. In the section of Intelligent video
monitoring system, the new system is introduced to make current surveillance system
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more intelligent and less de- pendent on human based security measures. The method-
ology section describes network and algorithms used. Details like tools and techniques
are explained in the implementation section. Results are concluded and presented in the
results and discussion. Finally the conclusion explains the overall impact of Intelligent
video monitoring system on current practices of security surveillance systems.

2 Background

It was a challenging task to store information for long time and back propa- gate the
error generated so that the network can be improved. This challenge was undertaken by
Hochreiter in 1991 and, at that point solved it by introduc- ing a new, proficient, slope
based method called ”Long Short-Term Memory” (LSTM).This is oldest technique that
can be effectively used for video-based human action recognition [3].However many
new approaches were proposed to improve the efficiency in video analysis. In one of
such efforts, author tends to the issue of human action identification as a procedure of
identifying the activ- ities of the people by observing their activities and ecological con-
ditions using SVM. It is a critical innovation which is broadly spread in light because
of its promising applications in monitoring security, medicinal services and observing
elderly people. The outcomes for discovery of exercises regardless of whether the in-
dividual is absent in the training set before are promising and introduced by and large
identification accuracy of 89%[4]
An extensive number of datasets were created and made accessible for human activ-
ity and action recognition issue. Sixty-eight datasets were accounted for in this survey
from 2001 to 2012. Weizmann, KTH, and CAVIAR are the most well- known datasets.
Additionally, the creator features a standout amongst the most referred to dataset, UCF-
Sports. Finally, the survey covers the requirement for a total portrayal of open datasets
for video-based human action recognition and guide specialists toward that path [5]. Us-
ing UCF-101 and HMDB-51 datasets, another work shows a keen surveillance frame-
work for elderly individuals and kids who a large portion of their time are home alone.
Intelligent surveillance framework performs activity recognition utilizing three stream
convolution neu- ral system. On the off chance that the framework identifies strange
conduct, it raises a caution and tells relatives. The trial results demonstrate the accu-
racy of 93.42%. In any case, since its regulated preparing approach, the framework
may fall flat for unknown information set [6]. In another work author additionally out-
lines the general systems for human movement recognition with correlation of different
approaches connected. The dataset is a basic piece of calculation correlation and evalu-
ation process[1].
In the current circumstance, the video event recognition is to a great ex- tent target fo-
cused. Along these lines, it faces incredible difficulties in support- able situations. To
settle these difficulties the author proposed setting increased video event recognition
approach. In this methodology, different sorts of settings are caught from three levels
specifically image level, semantic level, and prior level [7]. Another author proposed
a deep learning way to deal with identify true peculiarities in surveillance recordings.
Because of the unpredictability of these practical peculiarities, utilizing just typical in-
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formation alone may not be ideal for inconsistency location. They endeavour to exploit
both typical and bizarre surveillance recordings [8]. However both these approaches are
limited to known case prediction.
The open set recognition issue isn’t very much tended to by existing calcula- tions
since it requires strong speculation. To alleviate this issue, author present a new ap-
proach called ”1-versus Set Machine”, which shapes a choice space from the minimal
separations of a 1-class or double SVM with a linear kernel [9]. This approach then
became one of the early efforts for open set prediction.
In the next effort, authors define the issue as one of displaying positive train- ing in-
formation at the choice limit, where we can conjure the factual extraordi- nary es-
teem hypothesis. Another calculation called the PI-SVM is presented for evaluating
the not standardized back likelihood of class consideration. In 2013, A Visual Recogni-
tion Challenge called as ImageNet caught the PC vision network’s advantage. The best
performing calculation on the 2013 ImageNet challenge, a convolutional neural system,
accomplishes an error rate of 11.1%. Anyway the situation made a presumption that all
classes are known during training period, which is not always the genuine case [10].
In one of the advances, author prepared a encoder network that maps an image to a
latent space, and a generator network that maps latent space back to the image. The two
networks are prepared together as an auto-encoder, with the target to limit the remak-
ing blunder. Softmax Thresholding is utilized for open set characterization. Rather than
methodologies for training techniques to make picture recognition models powerful to
the open set of unknown classes, author proposed a strategy that requires no test-time
calculation separated from a forecast for a solitary extra class [11].
By 2016, Deep networks have created huge increases for different visual recog- ni-
tion issues, prompting high effect academic and business applications. Authors present
a reasoning to alter significant systems for open set acknowledgment, by exhibiting
another layer, OpenMax Layer, which appraises the probability of information being
from a dark class. An important part of assessing the dark probability is modifying
Meta-Recognition thoughts to the establishment struc- tures in the second-last layer of
the framework. OpenMax licenses rejection of ”deceiving” and disengaged open set
pictures showed to the system; OpenMax remarkably diminishes the amount of clear
missteps made by a profound sys- tem. The proposed OpenMax, also one of the state-
of-art method, beats open set acknowledgment precision of principal profound systems
and furthermore profound systems with thresholding of SoftMax probabilities [12].
In 2017, creators proposed a summed up Sparse Representation based Classi- fication
(SRC) figuring for open set acknowledgment where not all classes showed in the midst
of testing are known in the midst of preparing. The SRC count uses class entertain-
ment mistakes for gathering. As by far most of the discriminative information for open
set acknowledgment is concealed in the tail some bit of the organized and sum of
non-facilitated changing misstep flows, they demon- strate the tail of those two mis-
take appointments using the quantifiable Extreme Value Theory (EVT). By then they
streamlined the open set acknowledgment issue into an arrangement of hypothesis test-
ing issues. The conviction scores contrasting with the tail spreads of a novel test are
then interlaced to choose its identity [13].
In 2018, in an another methodology authors present the mix of a recently planned open-
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set graph-based optimum-path forest (OSOPF) classifier clubbed with genetic program-
ming (GP) and large share casting a ballot combination strategies [14]. Few more ap-
proaches for open set classification were proposed in 2018. The vigorous research is
still going on in this field. The author introduces Galaxy-X, a novel multi-class classifi-
cation approach for open set recognition problems. They also introduce a novel evalua-
tion procedure for evaluating open set classification. Experiments have been performed
for handwriting digits and face recognition to find the efficiency of proposed algorithm
[15]. Another ap- proach proposed was fuzzy ARTMAP based neural network to take
care of the issue of single set face recognition in certifiable video surveillance situation
[16]. The Deep neural networks immerged as one of the most promising technol- ogy in
this field. In this work, author proposed a technique to identify camera model depend-
ing on convolutional neural networks. In contrast to conventional techniques, CNNs can
naturally and at the same time remove highlights and figure out how to arrange amid the
learning procedure. The CNN yields a dis- tinguishing proof score for every camera dis-
play. Exploratory correlation with a traditional two stages machine learning approach
demonstrates that the pre- sented strategy can accomplish critical identification execu-
tion. The outstanding article recognition CNN models, AlexNet and GoogleNet, were
likewise inspected [17].
In another effort author proposes a novel method where instead of classi- fying videos,
they detect and localize all human-human activities occurring in continuous video. Us-
ing the spatio-temporal relationship match kernel, authors created complex and mul-
tiple activities detection model efficiently [18]. Another author proposes an approach
called Dynamic bag of words which uses sequential nature of human activities to pre-
dict future human actions using prediction for- mulation proposed by them to measure
posterior probability. The experimental results confirmed that the proposed system is
able to identify the human actions at mush early stage than other existing methods [19].
Table 1 shows various algorithms proposed for Human Action Recognition and Open
Set Classification:

3 Intelligent Video Monitoring System

Generally human operators are required at security offices of any premises for continu-
ous observation of CCTV footage. In the less critical areas like shopping malls, school
and colleges, sports complexes one or two officers monitor multiple screens at a time.
However there is still considerable probability of missing minute details which may
lead to greater mishap in future. These minute details are generally unusual activities.
The proposed intelligent video monitoring system is designed to capture such details.
In this process the video clips which are being recorded on security cam- eras are sent to
intelligent video monitoring system periodically. The system then classifies the frames
for video clip into known and also unknown activities. Whenever an unknown activity
is recorded by system, an alarm is generated at security office. Otherwise normal mon-
itoring process continues (See Fig. 1). This way human operator now can monitor the
system only if alarm generates. Hence it not only reduces the human efforts but also
increases the accuracy in security measures as it can analyse very minute details from
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the frames generated using video clips.

Table 1: Algorithms for Human Action Recognition and Open Set Classification
Year Category Algorithm
2012 Open Set Classification 1-vs-Set Machine[9]
2013 Human Action Recognition Support Vector Machine [4]
2014 Open Set Classication PI -SVM Algorithm[10]
2015 Human Action Recognition Three Stream ConvNet[6]
2016 Human Action Recognition context model based on Deep Boltzmann machine[7]
2016 Open Set Classication OpenMax [12]
2017 Open Set Classication Sparse Representation-based Classication (SRC) algorithm [13]
2018 Open Set Classication Open-Set Optimum-Path Forest (OSOPF) [14]
2018 Open Set Classication Galaxy-X [15]
2018 Open Set Classication Softmax Threshold [11]
2018 Open Set Classication ARTMAP [16]

4 Methodology

Convolutional Neural Network (CNN) is used for designing Intelligent video moni-
toring system. Fig. 2 depicts the network architecture of CNN used in the presented
system.

4.1 Convolutional Neural Network
CNN is a class of deep neural network which uses multilayer perceptron in its archi-
tecture. It consists of convolution operation for feature extraction. Feature extraction
process depends on structure of kernel. In case of deep learning li- braries like Pytorch,
not only weights associated with neurons but also kernel learns as process progresses.
We have used Kernel of size 5 X 5 with stride of 1 and zero padding. In the first layer of
CNN, since we have used colour image we have three input channels. Sixteen kernels
are used hence producing sixteen output channels. In the second layer of CNN we get
16 input channels from layer1 and we produce 16 output channels for further process-
ing (see Fig. 2).
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Fig. 1: Intelligent Video Monitoring System

4.2 ReLU Activation
ReLU stands for Rectified Linear Unit, which acts as activation function in this network.
The function is specified as:

f(a) = max(0, a)

4.3 Max Pooling
Pooling is one of the very important concept of CNN. In case of max pooling, the
input image is partitioned based on the size of kernel and maximum of those values is
provided as output. It reduces the spatial size of input image.

4.4 Fully Connected Network
This layer is nothing but multilayer perceptron network, where neurons from each layer
have connections to activations of previous layer. This later makes use of cross en-
tropy loss function to calculate difference between predicted output and actual output.
Stochastic gradient descent optimizer is used to back propagate the loss and adjust the
weights for next epoch.
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Fig. 2: Intelligent Video Monitoring System

4.5 CE Loss Thresholding
Fully connected network provides closed set classification. To make it open set, the
new method called CE Loss thresholding is used at the end of fully connected layer.
The cross entropy loss function is used for calculation of threshold value. Threshold is
calculated at the time of training. Hence if loss at testing is greater than threshold then
the input sample is considered as unknown class. Below steps are used to calculate CE
Loss threshold value:
1. Training Phase: Calculate cross entropy loss for each frame in training phase.
2. Training Phase: Compare the loss value with maximum loss incurred at any point. If
current loss is greater than previous maximum loss, then assign current loss to maxi-
mum loss.
3. Testing Phase: Set CE Loss Threshold value as maximum loss value calcu- lated dur-
ing training phase.
Since unknown class samples will naturally have more loss than known class sam-
ple, the selected threshold value effectively differentiates unknown class samples from
known class samples.

Implementation
The implementation is carried out in three stages namely, pre-processing phase I, pre-
processing phase II and final phase.
1. Pre-processing Phase I: This phase consists of frame extraction for training CNN. In
this phase various sports classes from UCF-101 video dataset are selected and all the
videos in those classes are converted to set of image frames corresponding to each video
using FFMPEG library. The images generated are of size 256 X 256 in jpeg format.
2. Pre-processing Phase II: This phase consists of dataset preparation. To cap- ture only
useful information from generated images, center cropping is per- formed converting
input image size to 224 X 224. These images are then converted to Pytorch Tensors.
The tensors are then loaded to Train and test Data Loaders so as to make data set iter-
able.
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3. Final Phase: Below steps are carried out in Final Phase:
– Define the Model class and forward function using Pytorch and Torch Vision libraries
for utilizing deep learning framework of Convolutional Neural Network.
– Set number of epochs using below formula

Numberofepochs = Noofiterations
length(Traindata)

Batchsize

-Instantiate the model class
-Calculate the loss using cross entropy loss function
-Update the parameters using Stochastic Gradient Descent optimizer
-Train the Model.
-Perform CE Loss Threshold calculation during Training phase
-Test and Evaluate the model using Accuracy, Precision, Recall and F-measure.

5 Results and Discusssion

The classification is performed for three, four and five known classes and one unknown
class. The results are evaluated on below parameters:
– Openness(O

′
): The openness is determined by using below formula:

O
′
= 1−

√
2∗nooftrainingdata

nooftargetdata+nooftestingdata

The openness value equals to zero indicates closed set. Since we are training with three
classes and testing with four including unknown class we get openness equals to 0.134.
– Precision(P

′
): Precision is calculated using below formula:

P
′
= TPS

TPS+FNS

The results are depicted in fig 3.
-Recall(R

′
): Recall can be calculated as:

229221



10 Swati Kulkarni and Dr. Dhananjay Kalbande

Fig. 3: Intelligent Video Monitoring System

R
′
= TPS

TPS+FPS

The results are depicted in fig 4.
–F-measure(F

′
): F-measure is calculated as harmonic mean of precision and recall:

F
′
= 2 ∗ P

′
∗R

′

P ′+R′

The results are depicted in fig 5.
–Accuracy(A

′
): The accuarcy is calculated as:

A
′
= 100 ∗ TPS+TNS+TUS

total
total = TPS + FPS + TNS + FNS + TUS + FUS

where, TPS and FPS stands for True positive samples and True negative samples re-
spectively. TNS and FNS stands for True negative samples and False negative samples
respectively. TUS and FUS stands for True reject

samples and False reject samples respectively for unknown class. The results are de-
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Fig. 4: Intelligent Video Monitoring System

Fig. 5: Intelligent Video Monitoring System
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picted in fig 6 and comparison of our model with existing state-of-the- art models is
shown in fig 7.
The implementation results shows that the accuracy of ’Intelligent Video Monitoring
System’ is even comparable to closed set human action recogni- tion models

Fig. 6: Intelligent Video Monitoring System
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Fig. 7: Intelligent Video Monitoring System
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6 Conclusion

Convolutional neural networks coupled with CE Loss Thresholding layer pro- vided
98% to 99.9% accuracy for human action recognition in open set environ- ment for
three, four and five known classes of UCF-101 video dataset. Video- based human ac-
tion recognition in open-set environment has varied applications in multiple domains.
Especially in security domain, Intelligent video monitoring system can be effectively
used to identify suspicious or criminal activity in real time. The proposed systems will
not only reduce human efforts and cost but also accurately identify and warn about un-
usual activities captured in CCTV footage at that instant itself.
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